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1 Sum-Product Message Update Rules
1.1 Branching Point
X+Y-Z7=0
f=(z,y,2) 2 6(z — ) - 5(z — y)
/ / §5(z—a")-6(z—2") - px (2 )py (2")dz'dz”

= px(2)py(2)
For a binary code (X,Y, Z € F9) this yields to following solution:

wuz(z) = Z §(z—a")-0(z—2")  px (@ )y (2")dx'dx"

2!, x"e€{0,1}
pz(z) =6(0) - ux(0) - py (0) '=0,2"=0,2=0
+6(1) - pux (1) - py (1) '=1,2" =1,z =
{ 1z(0) } _ [ px(0) - py (0) ]
pz(1) px (1) - py (1)

1.2 Even Parity Check
X,Y,Z € Fy:
f@(wvyvz) éé (aj@y@z)

pz(z) = Z § (2" @ a" ®2z) px(@)py (2")ds'dz”
z/,x"€{0,1}



pz(z) =6(0) - ux(0) - py (0) a'=0,2"=0,2=0 (10)
+6(1) - px (1) - py (0) a'=13"=02=1
+6(1) - ux (0) - uy (1) ¥=02"=12=1
+6(0) - pux (1) - py (1) ¥=12"=1,2=0
[ 1z(0) ] _ [ px (0) - py (0) + pux (1) - py (1) (11)
pz(1) px (1) - py (0) + px (0) - py (1)

2 TIterative Decoding of a linear Code
Consider a simple binary code
C= {Cla Cc2,C3, 04} = {(07 O, 07 O)a (0> 17 1’ 1)’ (17 0> 17 1)’ (17 17 0> 0)} (12)

Assume that a codeword (X7, Xo, X3, X4) is transmitted over a binary sym-
metric channel with a crossover probability of € = 0.1 and assume that
(Y1,Y2,Y3,Y,) = (0,0,1,0) is received. In the following example the a pos-
teriori probability p(z;|y1,...,y4) for I =1,...,4 is calculated.

First it is necessary to check if the given code is complete. Therefore a
linear combination of codewords should result in an other existing codeword.
As shown in equation 13 this holds for the given code C.

CcoPc3=cy
c3 P ey = co (13)
2P cy=cy

Since the combination of two codewords creates an existing codeword it is
sufficient to use two codewords for the generator matrix G, i.e:

les| |1 011
o=l a]=[1 V0] &
because two codewords span the whole vecorspace of C'. To construct the

parity check matrix H, the generator matrix G has to be transformed into
its systematic form:

G=tnrl= g 3 1 1]

01 (15)



where [j is the identity matrix. The generator matrix generates the corre-
sponding codeword ¢; for a particular message m;:

C=M-G (16)
Cl- _ml
(&) _ mo e
C3 m3
cy | my
(0,0,0,0) T (0,0)
0,1,1,1) [ _[©1) | [1 011
(1,0,1,1) | — | (1,0) 01 11
(1,1,0,0) | (1,1)

The parity check matrix H can be written as:

H= [P = |1y gy s a7)

where —P = P for binary code. The factor graph (FG) of the code is shown
in figure 1(a). This FG can be transformed into a graph without cycles as
shown in figure 1(b). A FG without cycles is needed to be able to calculate
the belief propagation without iteration.
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Figure 1: Factor graph of the code

Next the belief propagation algorithm is applied to the joint code/channel

p(1)
scaled in order to get p(0) + (1) = 1. The message propagation is shown in
figure 2(b) - 2(d).

FG shown in figure 2(a). The messages p are represented as < #(0) >,



Bl =
(5s) H(59)
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a) joint code/channel model (b) message propagation
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Figure 2: Belief propagation

The a posteriori probability p(x|y1,...,ys) for [ = 1,...,4 is the product
of the incomming and outgoing messages. The result is shown in figure 3.
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Figure 3: A posteriori probabilities p(z;|y1,...,y4) for I =1,... 4.

With applying a threshold of 0.5 on the probabilities, the decoded message
is (X17 X27 X37 X4) = (O, 0, 0, 0)
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