
TU Graz - Signal Processing and Speech Communication Laboratory

Advanced Signal Processing Seminar SS 2010
Voice Transformation Algorithms

Florian Krebs

Signal Processing and Speech Communication Laboratory

29.06.2010

Florian Krebs 29.06.2010 page 1/17



TU Graz - Signal Processing and Speech Communication Laboratory

Overview

I Definition and applications

I Components of typical Voice Conversion systems

I Example
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Voice Transformation / Conversion

“Voice conversion aims at transforming the characteristics of the
speech signal uttered by a speaker (Source Speaker), in such a way
that a human listener could believe that the transformed speech is
produced by another specific speaker (Target Speaker).”
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Applications

I Different voices for TTS systems

I Voice dubbing for movies or music productions

I Create new voices
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Components
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Analysis (MFCC)

Spectral averaging in the cepstral domain
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Analysis (LSF)

Spectral interpolation based on line spectrum representation
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Training

I Mapping of source and target elements
I dynamic time warping
I forced alignment speech recognition
I Hidden Markov modelling

I Estimate the transfer function
I mapping codebooks
I Gaussian mixture models (GMM)
I neural networks
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Transformation

I maximum a posteriori (MAP) estimation

I maximum likelihood linear regression (MLLR)
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MAP 1

Bayes theorem:

P (λ|O) =
P (O|λ)× P (λ)

P (O)
(1)

P (λ|O) ... posterior probability
P (O|λ) ... likelihood
P (λ) ... prior
P (O) ... evidence
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MAP 2

ML estimation:
λ̂ = argmax

λ
{P (O|λ)} (2)

MAP estimation:

λ̂ = argmax
λ
{P (O|λ)× P (λ)} (3)

P (λ|O) ... posterior probability
P (O|λ) ... likelihood
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MLLR 1

Figure: Overview of linear-transformation-based adaptation technique
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MLLR 2

µ̂j = Ar(j)µj + br(j) (4)

Σ̂j = Hr(j)ΣjH
T
r(j) (5)

µj ... mean vector of the jth state-output source distribution
µ̂j ... mean vector of the transformed source distribution
Σj ... covariance matrices
Ar(j) ... mean linear-transformation matrix
Hr(j) ... covariance linear-transformation matrix
br(j) ... mean bias vector for the r(j)th regression class.
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Example: Kain and Macon 1

Analysis
I Speech corpus

I 10 speakers speak the same 50 sentences

I Features
I 16th order line spectral frequencies (LSFs)
I LPC residual
I pitch-synchronous sinusoidal analysis over 2 pitch periods
I warped using Bark scale
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Example: Kain and Macon 2

Training

I forced alignment using the CSLU speech toolkit

I locally linear transformation function with two unknown
parameters vi and Γi:

F (x) =
Q∑
i=1

hi(x)[vi + ΓiΣ−1
i (x− µi)] (6)

Q ... number of multivariate Gaussian functions
hi(x) ... posterior probability that the ith Gaussian
component generated the spectral target vector x

I GMMs are trained to produce the unknown parameters vi and
Γi to minimize the mean squared error between target und
source spectrum.
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Example: Kain and Macon 3

Transformation

I spectral vectors from the source speaker are converted using
the transformation function

I 1998:
I the pitch of the source speaker’s residual is adjusted to match

the target speaker’s pitch in average value and variance
I modified residual and spectrum are convolved to render the

converted speech

I 2001:
I predict the target residual from LPC parameters during voiced

speech
I synthesize using a sinusoidal overlap/add system
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Example: Kain and Macon 4

Overview
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