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Abstract— This paper is supposed to deliver insights into the Il. HUMAN SPEECHPRODUCTION
various aspects associated with the field of articulatory sgech syn- In the source-filter model, human speech production is ap-

thesis. After a short overview of human speech production meh- . . . .
anisms and wave propagation in the vocal tract, the acoustiube ~ Proximated as a source signal being filtered by the vocal trac

model is derived. Several kinds of articulatory models are pe- ([15]). The various positions and movements of the speech-
sented. The “inverse problem” of model parameter estimatio is  organs, also calledrticulators are responsible for the acoustic

addressed in some detail. differences between sounds. The articulators compriskpe
the teeth, the tongue, the jaw and the velum, as shown in fig-

I. INTRODUCTION uref2.

ESEARCHERS have been interested in articulatory syn-
thesis for more than two decades. This technique is _ Nasal cavity
conjectured to lead up to the most natural sounding symtheti
speech. Moreover, articulatory models can be employedan lo
bit-rate coding ([12]) and, to some extent, in speech recogn
tion.
In order to develop such models, profound knowledge in

Palate

acoustics, mechanics, physiology, linguistics, phosettiom- Pharynx—_ —= Lips
puter vision and signal processing in general is needed.

Articulatory models attempt to describe the actual speec’ Tongue
production mechanisms by a set of slowly time-varying physi
ological parameters, as lung pressure, glottal widthspestad by Prof W, Hess Jaw

the tongue, lip opening and protrusion as well as the amdunt c
coupling of the nasal cavity.

From such a model, area functions describing the geometry
of the vocal tract can be inferred by “informed guesses” ith
use of interpolation schemes. This function might be sathple
and incorporated in a so-called Wave Digital Filter. Togeth
with an appropriate excitation, an output in the form of aegje
signal can be generated, as depicted in fiflire 1.
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Fig. 2
THE HUMAN ARTICULATORS, FROM[1]

For the articulation of each phoneme, there artécal and
non-critical articulators. The former are essential for a cor-
rect production of a phoneme, while the latter are virtutithe.
Based on this phenomenon, priorities can be assigned tathe p
rameters of articulatory models, determining how critidedy
are for a given phoneme.{[5], [12]).

‘l A In fluent speech, the target positions of the articulatoes ar
Area functions strongly affected by the context in which they appear. This e

Articulatory Parameters

Articulatory Model

fect is known ago-articulation It can be handled quite natu-
Articulatory Synthesizer rally by an articulatory model, if it incorporates realisghys-
iological and dynamic constraintd (]14]), as in the funatb
Time domain speech signal models outlined in sectidalV.
Fig. 1

I1l. WAVE PROPAGATION IN THE VOCAL TRACT

The acoustic theory of speech productidty FANT and
UNGEHEUERmModels the vocal tract as an acoustic tube, whose
Unlike with simple formant synthesizers, source-tractint walls are viewed to have an infinitely high sound impedance
actions can be accounted for quite easily([13]). (cf. [15, chapter 2]). The sound field of such a system is gov-
In the literature, stress seems to be laid primarily on time syerned by WEBSTERs Horn equation for lossless planar wave
thesis of vowels. For fricatives, noise is generated at lbitigy propagation:
and at the point of the narrowest constrictidn{[13]). 9ol 1) N | dA() du(a, ) 1 6%0(z, 1)
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Herewv(z,t) is the sound particle velocity, is the velocity of [~
sound propagation and(x, t) the so-calledrea functioni. e. /
the cross-sectional areas as a function of the positiondsgtw

the glottis and the lips. Its shape depends on the specifie pos A /

tions of the articulators.

For the neutral vowelo/, the vocal tract is approximated by
a cylindrical acoustic tube of constant cross-sectidfi( t) =
constVz, t), where planar wave propagation is assumed, i.e.
the variables describing the sound field only depend on one co
ordinate and on time. The resonance frequengjesf such a A”
tube of length are

Ay A

(2k — 1)c Fig. 3
Je = a0 k=1,2,.... (2) APPROXIMATION OF A CONTINUOUS AREA FUNCTION BY DISTINCT

SECTIONS FROM[1]
Experiments have shown that bent pipes, which would model

the vocal tract more accurately, have comparable eigendreq
cies ([13)]). A — A .
Unfortunately, it is not possible to solve &d). 1 analytigédir k k+1
an arbitraryA(z, t). It can be shown, however, that the formant Uy (f) —» = U g+1{f}
frequencies in edl] 2 vary depending on the amount and on the f.k
position of the articulation. Uy, 4 (f) = = 0
The model of plane wave propagation in the vocal tract is —— b, ke
valid for frequencies up tg, = 3.5 kHz, corresponding to the
largest segmentsi{[IL3]). Above this frequency, the firstsro
modes emerge. Fortunately, most of the energy of speech sig-
nals is concentrated in the region belgy
The nasal cavity enters the model as a separate tube of fixed
length parallel to the vocal tract{[5]).

Fig. 4
JUNCTION BETWEEN SEGMENTK AND SEGMENTE — 1, FROM[1]

FANT’s model of the vocal tract consists of just a few sections
IV. ACOUSTIC TUBE MODEL KELLY-LOCHBAUM of variablelength.
STRUCTURE ANDWAVE DIGITAL FILTERS Another approach takes equidistant samples of the area
function A(z) inintervals ofk Az, k = 1,2, ..., n, cf. figurelb.

As a starting point, consider an acoustic tubecohstant ;
gp The delay through each segment of length thus is

cross-sectional area. In this case, since= const and hence

44lr) — 0, eql can be simplified to yield Az -
T=—"
O?v(x,t) i@%(x,t) 3) ¢
0x2 2 0Ot?
It is convenient to introduce the volume velocityz, ¢), de- i
fined as |
u:=1vA. (4) !

of two volume velocity waves traveling forward and backward

respectively: w
u(z,t) = ug (t - %) —up (t + %) (5) [ !

Glottis Lippen
As depicted in figur€l3, the (continuous) area function in Fig. 5
sectiondll can be approximated by a concatenation of homo- EXAMPLE OF THE TUBE MODEL, FROM[1]
geneous acoustic tubes. The sudden change in cross-séction
areas at the junctions between the segnieaind the segment
(k — 1) (cf. figure[d) is equivalent to changes in the acoustic From that, the KLLY-LOCHBAUM implementation of the
impedances, so that part of the traveling wave is reflected fignction as in figurdlé can easily be derived. The complete
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A general solution of ed]3 can be seen as a combination : | I
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cording to the reflection coefficient structure consists of a multitude of such sections.
This idealized form is assumed to be lossless. In realigygth
e = Ap—1 — A (6) are of course losses in the vocal tract, mainly due to

A+ A « resonances of yielding walls (in opposition to rigid walls)
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A STATIC ARTICULATORY MODEL, FROM [8]
JUNCTION BETWEEN TWO ACOUSTIC TUBES OF CONSTANT

CROSSSECTIONAL AREAS AS MODELED BYKELLY-LOCHBAUM, FROM[1]

« viscous and thermal losses along the path of propagation,
and perhaps due to the most important

« radiation at the lips.

Constant damping factors can be introduced in the model by
inserting additional multipliers immediately at the eniza and
at the exit of each junction[{[7].]8]). As for the radiationthe
lips, an additional segment can be inserted in front of the i

From the Kelly-Lochbaum structure, a realization in form of
awave digital filtercan be derived by freezingto any given
sampling interval.

V. ARTICULATORY MODELS

There are two kinds of articulatory models: Static and Dy-

namic models [[113]).

« Static or descriptive models describe the vocal tract in
terms of area functions. Articulator motion is interpreted . ) ) )
as a succession of stationary shapes. As an example, cHjiS acoustic-to-articulatory mapping can be shown to b no
sider a parametrization of an area function by nine parat{?ique, i. €. more than one vocal tract shape can producefspee
eters defining the areas at certain positions in the vo&i@nals with aimost identical spectra([13]). Thus, besigeod
tract, like the area at the lips and at the glottis, as well &°UStic matching, a smooth evolution of the area functoms
the coordinates of the highest points of the tongue and thgatomical feasibility of the corresponding articulatparam-
area at these points (cf. figufk 7 from [6], [8]). eters might be required. _

. Dynamic or functional models set up the equations of mo- Furthermore, many of the procedures mentioned below are
tion for each articulator. In such models, the articulatof&able to determine the length of the vocal tract configansti
can be considered to be elastic, and from their inertia there
might arise constraints regarding their positions, veiesi A. Linear Predictive Coding

and accelerations. A dynamic model is shown in fidlire 8. A simple method of determining the vocal tract shape di-

In general, the parameter space of descriptive models hagetly from the speech signal consists in evaluating thecefl
higher dimensionality than that of functional models. Nibigt tion coefficients arising from the recursive Levinson-Oorb
for vowels, a three-dimensional parameter space spannedakgorithm for Linear Predictive Coding analysis.
their three first formant frequencies might already sulffice. However, these parameters characterize the idealizegacou

Since articulatory parameters vary much more slowly thdie tube model, but result from considering a real world yoss
acoustic parameters, this domain seems to be more suitablesignal. As described in_[15], this discrepancy is respdaditr
parameter interpolation ([12]). the inaccurate results of this method.

More often than not, articulatory model assume a fixed vocal

tract length. B. Magnetic Resonance Imaging

Perhaps the most intuitive way of inferring the vocal tract
shape is the measurement with methods such as Magnetic Res-
The so-called “inverse problem” of acquiring model paenance Imaging (MRI) as in][3] or in]9].
rameters for use in articulatory synthesizers directly rati-i Several scans of the subject have to be made in order to obtain
rectly from speech signals still represents a major difficul 3D models. It should be noted that in general 3D models of the

Fig. 8
COKER’'S DYNAMIC ARTICULATORY MODEL, FROM[11]

VI. PARAMETER ESTIMATION



vocal tract are crucial for a representation of lateral sislike articulatory synthesizer in order to approximate a givetrad

/1/, where the exclusive information in the mid-sagittal planetterance.

does not suffice. The speech signal is segmented on a phoneme basis or with
The present drawbacks of being remarkably costly, time coafixed frame length. For each such section, a set of des@ipti

suming and noisy during image acquisition might be circunparameters is extracted, e.g. LPC-coefficients, mel frecue

vented by better scanning devices. cepstral coefficients, or the coefficients of any spectaisr
An example of the equipment used in this technique is shosrmation. These parameters are used to search a so-called
in figure[d. codebook for the “best match”. A codebook contains a huge

amount of possible parameters along with their correspaundi
vocal tract shapes, represented as (sampled) area function
articulatory parameters, depending on the kind of moded use
(cf. sectiorY). For details on how to populate a codeboo, se
sectioVI=D.1. The signal is then re-synthesized usingothre
rameters from the codebook, compared to the original signal
and optimized iteratively.

Due to the aforementioned non-unigueness of the acoustic-
to-articulatory mapping, more than one configuration might
Fig. 9 sultin the same acoustic representation. Thus, other reomist
than good spectral agreement alone are introduced by @ptimi
ing a more complicated cost function. The parameters of such
a cost function may consist of: (1) acoustic distance froetsp
tral coefficients, (2) smoothness of vocal tract shape n@)ath
temporal evolution of the vocal tract and (4) of the vocatifol

C. Acoustic Impedance Measurement X .
) ; between adjacent frames, (5) energy of natural and syntheti
As explained in[[4], the geometry of the vocal tract can bgqna1s ([10]).

calculated from the acoustic impedance of the human speeck,o algorithm can be improved by optimizing multiple

production system as seen from the lips. __ frames at a time, making it easier to obtain the smooth varia-
In this procedure, a particular acoustic volume velocity ingns of yocal tract shapes essential for natural soungiegah.
pglse is sent toward the lips while a speaker articulates-a ce However, in each case the re-synthesized signal should be
tain sound, trth_eIs through the \_/ocr_sll tract and gets refleate ;. aligned to the original speech before performing any
the closed glottis, as depicted in figird 10. From the sou a:)cessing. In addition, any analyses should be done pitch-

pressure wave recorded at the lips it is possible to d_raw CQYnchronously to minimize the influences of the glottal exci
clusions about the geometry of the vocal tract assumingeplaiion, ([121, (1)

wave propagation without losses.
To account fqr Iqsse_s, the mferrgd area func_t|on IS plated '_I[ﬁducing search times while accessing the codebdok ([13]).
a lossy transmission line and an impedance is computed.

results are compared to the measured data and optimized ir] %n) Population of the codebookA S|mpl_e approach to popu-
iterative manner ate the codebook for the acoustic-to-articulatory magjeion-

This procedure provides a cheap, fast method for the m sélls_ts in randomly iterating through various configuratiohar-

surement even of a large number of vocal tract shapes, altho Culatory parameters and storing them together with taéc-

: : . . ra or other acoustic representations. Unfortunatelyh socle-
the cases of nasal sounds is not taken into consideration. : . . .
books will contain many unnecessary data, in that some-artic
Driver Impalze Reflecied Signal ulatory configurations are not used in a given language or by a
Signal from Rubber Model : ¢
i i\ s particular speaker{([13]).

»

MAGNETIC RESONANCEIMAGING EQUIPMENT, FROM [2]

Dynamic programming provides a technique for drastically

. o Alternatively, the “inching”-approach starts out at exte
R El”;’:‘_’q articulatory parameters and performs some kind of interpol

+__ R tion between them on trajectories in the articulatory spabe

risk here is that there might still remain sparsely populate

-
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?‘T;: hcoustic Lips Glottis
ra Flaage eas (16], I8]).
Omde Ulrasonic ?&h&m
Fig. 10
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