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Abstract—Applications requiring double precision (DP) arithmetic executed on embedded CPUs without native DP support suffer from prohibitively low performance and power efficiency. Hybrid reconfigurable CPUs, allowing for reconfiguration of the instruction set at runtime, appear as a viable computing platform for applications requiring instructions not supported by existing fixed architectures. Our experiments on a Stretch S6 as prototypical platform show that limited reconfigurable resources on such architectures are sufficient for providing native support of DP arithmetic. Our design using a DP fused multiply-accumulate (FMA) extension instruction achieves a peak performance of 200 MFlop/s and a sustained performance of 22.7 MFlop/s at a clock frequency of 100 MHz. It outperforms LINPACK using software-emulated DP floating-point arithmetic on the S6 by a factor of 5.7 while achieving slightly higher numerical accuracy. In single precision, multiple floating-point operators can be implemented in parallel on the S6.
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I. INTRODUCTION

Scientific and advanced signal processing applications often require computations to be performed in IEEE double precision (DP) arithmetic. DP floating-point units (FPUs), however, occupy considerable chip area, have high latency and are used by a subset of applications only. CPU manufacturers are therefore reluctant to add static DP FPUs to their embedded CPUs and charge a premium for providing DP FPUs or do not include them in low-power devices. Numerical software executed on CPUs lacking support of DP arithmetic has to emulate DP arithmetic. This emulation increases both execution time and power consumption. It would therefore be desirable to combine low-power embedded CPUs with DP FPUs to provide a capable yet energy-efficient computing platform.

Hybrid reconfigurable CPUs represent an off-the-shelf architecture combining a conventional CPU with reconfigurable logic for extending the instruction set, thereby allowing each application to make best use of the available chip area. In contrast to classical accelerators (GPUs, FPGAs) connected to a CPU, hybrid reconfigurable CPUs integrate static and flexible fabrics into a single die or package, resulting in extremely low communication times (few clock cycles) between CPU and reconfigurable fabric. The available reconfigurable resources, however, are typically much more constrained compared to dedicated reconfigurable devices like FPGAs.

Hybrid reconfigurable CPUs combine high productivity (by relying on conventional CPU architectures and software tool chains) with the means to achieve high performance and power efficiency (through the extensible instruction set). They therefore perfectly match requirements of high-performance embedded applications where general-purpose CPUs can not be used due to high power consumption and/or too low performance and FPGAs require prohibitive development effort.

DP arithmetic is known to be especially challenging for implementation on reconfigurable logic as it combines wide (64 bit) operands, multiple wide and small arithmetic operators and complex control paths, leading to both high resource usage and low frequency [1]. While contemporary FPGAs feature sufficient resources to implement multiple DP floating-point operators [2], it is not evident that the same is true for the limited reconfigurable resources of a hybrid CPU. A second issue with DP arithmetic is efficiency of data transfer. On architectures featuring 16 or 32 bit wide data busses, as is the case for most embedded CPUs, handling 64-bit operands in an efficient manner is a considerable challenge. Even general-purpose CPUs can usually not satisfy the memory bandwidth required by a longer sequence of floating-point operations without data reuse.

In this paper, we investigate if the reconfigurable resources typically available on hybrid reconfigurable CPUs are sufficient for providing native support of DP arithmetic. As a prototypical hybrid reconfigurable embedded CPU we use the Stretch S6 [3], [4]. The focus on embedded devices is dictated by the fact that currently no hybrid reconfigurable general-purpose CPU is available. We extend the instruction set of the Stretch S6 with one extension instruction implementing a IEEE-754 [5] compliant DP fused multiply-accumulate (FMA) operation. For performance evaluation, the popular LINPACK benchmark [6] is used. Our aim is to compare the performance of DP LINPACK using the DP FMA extension instruction to the performance of SP LINPACK using the native SP FPU on the Stretch S6, evaluating the hybrid architecture’s ability to compete with fully optimised functional hardware blocks of considerable size like a SP FPU while retaining the high accuracy of DP arithmetic.
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tation that DP operations can be implemented within the limited reconfigurable resources of a Stretch S6 hybrid reconfigurable CPU; (ii) Presentation of DP LINPACK results using a DP FMA extension instruction on S6 showing a performance comparable to the one achieved by using the native SP FPU and (iii) presentation of SP LINPACK results using a short-vector SIMD SP FMA extension instruction on S6.

The remainder of this paper is organized as follows. Section II summaries some related work implementing floating-point operations for CPUs and FPGAs. The Stretch S6’s architecture is described in Section III. Section IV presents the implementation of the IEEE-754 compliant DP FMA extension instruction on the Stretch S6. Section V presents the performance evaluation of the extension instruction with the LINPACK benchmark. Finally, Section VI summarises the work presented and details future work.

II. RELATED WORK

While the floating-point performance of selected kernels on dedicated reconfigurable hardware (FPGAs) can be impressive, more control-oriented parts of the application typically require a large development effort in custom logic and are therefore off-loaded to sequential processing units. Available solutions differ mostly in the way reconfigurable logic and sequential processing units are coupled. Hybrid reconfigurable processors represent tightly coupled solutions (see [7] for an overview). Current FPGAs allow for implementation of complex floating-point arithmetic rivaling and outperforming current high-end CPUs [2]. See [1], [8], [9], [10] for an extensive discussion of implementation, performance and trends of floating-point arithmetic on FPGAs.

Chong et al. [11] proposed a flexible multi-mode embedded FPU on a single FPGA, which can be configured to perform various floating-point operations over a variety of applications. Jin et al. [12] added an IEEE-754 compliant single precision FPU to the eMIPS (“extensible MIPS”) microprocessor (the eMIPS exists as a soft-core design and was synthesized on a Xilinx FPGA). A single precision (SP) fused operation that integrates 25 basic operations was implemented and evaluated by executing single precision LINPACK. The work of Jin et al. is complementary to our work as they use a soft-core CPU implemented on an FPGA. While this allows for the changes not only in the extension instructions but also in the CPU architecture itself, our approach allows for more realistic absolute performance and power measurements.

In contrast to existing work, we implement native support for DP floating-point arithmetic on a hybrid reconfigurable CPU.

III. PROTOTYPICAL HYBRID RECONFIGURABLE CPU

The Stretch S6 [3] is a reconfigurable embedded CPU combining a fixed Tensilica Xtensa LX instruction set architecture with a dynamically reconfigurable Stretch extension unit (see Fig. 1). The 32-bit Xtensa LX core (blue) can run at a clock frequency of up to 300 MHz and the programmable Instruction Set Extension Fabric (ISEF, yellow) can run at clock frequencies identical, 1/2 or 1/3 of the Xtensa clock frequency. The Xtensa core is equipped with an IEEE single precision (SP) FPU. DP arithmetic is emulated in software based on the gcc float routines.

The ISEF is an array of reconfigurable computational resources, memories, registers and respective interconnect, which can be used to implement user-defined extension instructions. The ISEF’s computational resources comprise 4096 arithmetic units (AUs) for addition/logic operations, and 8192 multiply units (MUs) for multiply/shift operations. Between Xtensa core and ISEF, data is transferred via 128-bit Wide Registers (WRs). The ISEF supports full pipelining of extension instructions with up to 27 pipeline stages. ISEF fundamental sources of potential performance gains [3] include instruction specialization, spatial- and/or temporal parallelism, and low-latency embedded memory (IRAM).

Application development for the Stretch CPU [3] typically starts with a new or existing C/C++ program running on a sequential CPU platform. The code is profiled to identify the code segments which consume most of the execution time. These identified code segments will then be replaced by user-defined extension instructions which are defined via Stretch C [3], implemented in the ISEF, and invoked from the main program as C intrinsics.

IV. DOUBLE PRECISION FLOATING-POINT FUSED MULTIPY-ACCUMULATE EXTENSION INSTRUCTION

The Xtensa core is equipped with an IEEE single precision FPU only. We want to exploit the ISEF to execute double precision floating-point operations and use the LINPACK as a standard benchmark. The performance of LINPACK relies heavily on the execution of DAXPY [6], performing $y = α \cdot x + y$. We chose to improve performance by replacing the DP floating-point operations within DAXPY with calls to a fused multiply-accumulate (FMA) extension instruction, thereby circumventing gcc’s emulation of DP arithmetic. FMA combines a multiplication followed by an addition (i.e., $Z = X_1 \cdot X_2 + X_3$) into an atomic operation with one single rounding only, thereby potentially providing more accurate results and higher performance compared to a sequence of floating-point multiplication and addition. Many algorithms to implement floating-point FMA on digital logic have been presented. In this work, we follow the textbook implementation in [1].
DFMA on S6 ISEF: Using Stretch C, we specified an IEEE-754 compliant (supporting round-to-nearest and normalised numbers) DP floating-point fused multiply-accumulate extension instruction DFMA. The Stretch C compiler (SCC) was able to synthesize the design targeting the S6 ISEF only if both, Xtensa and ISEF were forced to run at 100 MHz, resulting in a DFMA peak performance of 200 MFlop/s. Table I reports the DFMA ISEF resource usage as reported by SCC. Fig. 2 depicts how the DFMA extension instruction is implemented in the ISEF.

SFMA on S6 ISEF: Reducing the number format’s bit width allows for implementation of multiple parallel floating-point operators in the ISEF. We chose to implement FMA for single precision (SFMA). Table I reports the ISEF resource usage when one, two and three SFMAS are implemented in parallel corresponding to a SFMA peak performance of 200, 400, 600 MFlop/s. The routing resources (not reported in detail by SCC) are exhausted with the implementation of three SFMAS while computational resources for a fourth SFMA are theoretically still available.

V. EXPERIMENTS

After having shown that DP FMA can be implemented on the ISEF, we are concerned with the question how well a complex extension instruction integrates into an existing application. In the following, we present performance figures for execution of LINPACK on the Stretch S6 hybrid reconfigurable CPU using SP and DP arithmetic and with and without use of extension instructions DFMA and SFMA.

LINPACK: The LINPACK benchmark [6] measures how fast a computer solves a dense \( N \times N \) system of linear equations \( Ax = b \). The LINPACK implementation used in this work is based on a C code available on netlib\(^1\) using Level-1 BLAS routines [6]. We replace the original sequence of DP floating-point multiplication and addition in DAXPY by a single DFMA extension instruction. For SP LINPACK, the SP FPU or the SFMA extension instruction is used.

Stretched S6 Setup: Four experiments are set up to profile the LINPACK performance on the Stretch S6. For compiling the code on Stretch S6, we use SCC version 2010.01 (built Feb, 5th 2010) with flag –stretch-effort=10 and –O3.

Desktop CPU Setup: For comparison, we repeat the measurements on two current desktop CPUs: 1) AMD Opteron 2439, 2.8GHz 512KB cache, released in 2009; and 2) Intel Core i7 970, 3.2GHz 256KB cache, released in 2010. The LINPACK code was compiled using gcc version 4.3.2 under Debian 4.3.2-1.1 with optimization flag –O3.

A. Measurements

The estimated number of floating-point operations at system size \( N \) is \((2/3)N^3 + 2N^2\) [6]. For every experiment, we measure the total execution time in cycles. The LINPACK performance in floating-point operations per second (Flop/s) is calculated by dividing the number of estimated floating-point operations by the respective LINPACK execution time [6].

Table II reports the performance of DP and SP LINPACK benchmarks achieved on Stretch S6 and on desktop CPUs. DP LINPACK on S6 using software-emulated DP arithmetic at 300 MHz achieves only 3.9 MFlop/s \((N=500)\). By providing native DP floating-point arithmetic through the DFMA extension instruction on ISEF running at 100 MHz, the performance of DP LINPACK on S6 is improved significantly to 22.7 MFlop/s \((N=500)\), corresponding to a speed-up of 5.8. The desktop CPUs operating at much higher clock frequencies significantly outperform the Stretch S6 hybrid CPU in raw performance (Flop/s).

B. Discussion

Cycles per FP Operation (CPF): To better characterize the efficiencies of different LINPACK implementations running at different clock frequencies, we estimate the average issue rate of floating-point operations, or cycles per FP operation, CPF. For system size \( N=500 \), the DAXPY routine performs about 83833333 \( \approx 83 \cdot 10^6 \) Flops, requiring about \( 370 \cdot 10^6 \) clock cycles. This results in \((370 \cdot 10^6)/(83\cdot 10^6) \approx 4.4 \) clock cycles per floating-point operation. Similarly, we repeat the calculation of CPF corresponding to system order \( N=500 \) for other LINPACK implementations (see Table III).

In terms of clock cycles per floating-point operation, DP LINPACK with DFMA is comparable to SP LINPACK with

\(^1\)http://www.netlib.org/benchmark/linpackc.new
native SP S6 FPU (4.4 vs 4.6 CPF), SP LINPACK using two SFMAs in parallel in ISEF is nearly two times faster than SP LINPACK using native SP S6 FPU (2.3 vs 4.6 CPF)

The desktop CPUs are about twice as efficient as the Stretch S6 (1.8/2.0 vs. 4.4 CPF). This is most probably due to wider memory buses and larger caches present on desktop CPUs.

Bottleneck Identification: Profiling the routine DAXPY for both SP and DP implementations (with and without using extension instruction) on Stretch S6, shows a significant amount of data cache misses due to the fact that the memory required for storing A and b (about 40KB at N = 100 for SP LINPACK) is larger than available data cache size on S6 (32KB). Since Level-1 BLAS routines are used for current LINPACK implementation, the algorithm obtains no data reuse [6]. These facts explain the high CPF for Stretch S6. Profiling also shows a big amount of pipeline interlocks when running SP LINPACK using three SFMAs, explaining its low performance compared to other SP benchmarks.

Overall LINPACK performance on Stretch S6 could significantly be improved by making use of the zero-latency DualPort RAM to optimize the data movement from main memory to ISEF, which will be investigated in future work.

C. Residuals

In accordance with [6], we report three residuals of the LINPACK solutions computed (see Eqn. (1) and Table IV; N is the system size, ε is the relative machine precision). The matrix A is a random matrix generated by the LINPACK code. For reference, we report the condition number κ of A using the 2-norm: κ(A) = ||A||_2 ||A^{-1}||_2.

r_N = \frac{||Ax - b||_{\infty}}{||A||_1 N \epsilon} ; r_1 = r_N \frac{N}{||x||_1} ; r_{\infty} = \frac{||Ax - b||_{\infty}}{||A||_{\infty} ||x||_{\infty} \epsilon} \tag{1}

### Table III

<table>
<thead>
<tr>
<th></th>
<th>DP emulated S6</th>
<th>0.3 GHz</th>
<th>6382</th>
<th>76.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP DFMA ISEF</td>
<td>0.1 GHz</td>
<td>370</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>SP on S6 FPU</td>
<td>0.3 GHz</td>
<td>386</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>SP 1SFMA ISEF</td>
<td>0.1 GHz</td>
<td>289</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>SP 2SFMAs ISEF</td>
<td>0.1 GHz</td>
<td>192</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>SP 3SFMAs ISEF</td>
<td>0.1 GHz</td>
<td>502</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>DP AMD Opteron</td>
<td>2.8 GHz</td>
<td>148</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>DP Intel Core i7</td>
<td>3.2 GHz</td>
<td>170</td>
<td>2.0</td>
<td></td>
</tr>
</tbody>
</table>

### Table IV

|                | \kappa(A) | ||Ax - b||_{\infty} | r_N   | r_1   | r_{\infty} |
|----------------|-----------|--------------------|-------|-------|------------|
| SP on S6 Xensa FPU | 4.6e+2    | 1.42e-03           | 0.04  | 0.04  | 17.34      |
| SP SFMA on S6 ISEF | 4.6e+2    | 1.28e-03           | 0.03  | 0.03  | 16.29      |
| DP emulated on S6 | 4.6e+2    | 3.58e-12           | 0.05  | 0.05  | 23.56      |
| DP DFMA on S6 ISEF | 4.6e+2    | 2.87e-12           | 0.04  | 0.04  | 18.90      |
| DP on AMD        | 4.6e+2    | 3.58e-12           | 0.05  | 0.05  | 23.56      |
| DP on Intel      | 4.6e+2    | 3.58e-12           | 0.05  | 0.05  | 23.56      |

VI. CONCLUSION AND OUTLOOK

We have shown that the reconfigurable fabric of a Stretch S6 hybrid reconfigurable CPU is able to provide native support for double precision floating-point arithmetic. For single precision, even multiple operators can be implemented in parallel. The main limitation is the requirement to run Xtensa and ISEF at 100MHz in order to implement FMA extension instructions. Our results demonstrate that hybrid reconfigurable CPUs are a viable computing platform for scientific computing and advanced signal processing applications.

Future work will focus on investigating efficient data-transfer mechanisms between memory and ISEF to further improve performance, and on exploiting custom precision floating-point operations to trade accuracy for performance.
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