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Abstract—Radio-based localization has the potential to provide centimeter-level position information. In this paper we apply joint probabilistic data association to multipath-assisted simultaneous localization and mapping (SLAM) for this purpose. In multipath-assisted localization, position-related information in multipath components (MPCs) is exploited to increase the accuracy and robustness of indoor tracking. Based on a recently introduced loopy belief propagation multipath-assisted localization scheme that performs probabilistic data association jointly with agent state estimation, we build a method for SLAM without using a-priori known environment maps. The proposed method is highly accurate and robust in localizing a mobile agent while building up an environment feature map. It scales well in all relevant systems parameters and has a very low computational complexity.

I. INTRODUCTION

The purpose of simultaneous localization and mapping (SLAM) [1] is to estimate an agent’s pose (including its position) and the surrounding environment using uncertain data. SLAM algorithms have to process two types of uncertainties: (i) unknown associations between measurements and their respective origins and (ii) (possibly a-priori unknown) sensor uncertainties for weighting the measurements accordingly.

Feature-based SLAM is a variant of SLAM where landmarks in a map are estimated and used instead of the map itself. In general, there are two major classes of feature-based SLAM approaches, (a) vector-based feature mapping [1] and (b) set-based feature mapping [2], [3]. Vector-based approaches apply data association (DA) and subsequent Bayesian filtering meaning that the uncertainties in (i) and (ii) are somehow separated from each another. Set-based approaches comprise both types of uncertainties in (i) and (ii) in a Bayesian approach using finite set statistics (FISST) and random finite sets (RFS) [4]. A new class of FISST-based filters that are applied on multitarget tracking, but also have high potential for SLAM, include [5]–[7]. In particular, an application of the labeled multi Bernoulli filter [6] to SLAM has been introduced in [8].

Multipath-assisted indoor navigation and tracking (MINT) exploits position-related information in multipath components (MPCs) of the radio channel that can be associated with the local geometry [9], [10]. It thus turns multipath propagation from an impairment into an advantage. Using ultra-wideband (UWB) transmit signals, specular MPCs are estimated from the received signals and used for positioning and tracking. This is accomplished by associating the estimated MPC delays with delays modeled by to the geometric distance between the mobile agent and a physical anchor or a corresponding virtual source referred to as virtual anchor (VA). Thus, each MPC corresponds to a physical anchor or to a VA. The VA positions are mirror images of the positions of the physical anchors as illustrated in Fig. 1; they can be obtained by using a-priori knowledge of the floor plan or a simultaneous-localization-and-mapping approach [11]–[13]. A critical step of MINT is the DA between the estimated delays of MPCs and the anchors (both physical anchors and VAs) [10]. To overcome robustness issues in situations where the MPC-feature associations are ambiguous, i.e. when path-overlap of MPCs occurs, we have introduced a joint probabilistic data association (JPDA) method [14] in [15] using belief propagation (BP) [16], [17].

In this paper, we propose an algorithm for feature-based SLAM with ordered vectors based on the multitarget-multisensor methods presented in [17], [19], [20], which
apply BP-based JPDA on multitarget-multisensor setups. The new algorithm extends the method in [15] to SLAM using multipath channel information [11], [13]. This method jointly applies data association and infers the states of the agents as well as the map features. Therefore, uncertainties of types (i) and (ii) are considered. Further, as presented in [17], the proposed method adapts the probabilities of detection to tracked map-features and accordingly chooses the measurement variances for updating the map-feature state with new incoming measurements. The key contributions of this paper are:

- A BP-based JPDA method, applied to feature-based SLAM using multipath channel information.
- An extension of the adaptive detection probability method [17] to also adapt the measurement standard deviations.
- An analysis of the presented method using real UWB data.

The paper is organized as follows: Section II discusses the basic signal model and MPC parameter estimation. Section III introduces the system model and provides a statistical formulation of the SLAM problem. In Section IV, the proposed BP algorithm and the factor graph are described. Sections V and VI wrap up the paper with experimental results, conclusions, and a future perspective.

II. MEASUREMENT MODEL

A. Signal Model

Our signal model is the following. During time step $n$, a baseband radio signal $s(t)$ is transmitted from the $j$-th physical anchor located at position $\mathbf{a}_{n}^{(j)} \in \mathbb{R}^2$, $j \in \{1, \ldots, J\} = \mathcal{J}$, to a mobile agent at position $\mathbf{p}_{n} \in \mathbb{R}^2$. The corresponding received signal is given as [9]

$$r_{n}^{(j)}(t) = \sum_{k=1}^{K_{n}^{(j)}} \alpha_{k,n}^{(j)} s(t - \tau_{k,n}^{(j)}) + s(t) * \nu_{n}^{(j)}(t) + w(t).$$

Here, the first term describes the contributions from $K_{n}^{(j)}$ specular MPCs with complex amplitudes $\alpha_{k,n}^{(j)}$ and delays $\tau_{k,n}^{(j)}$, where $k \in \{1, \ldots, K_{n}^{(j)}\} = \mathcal{K}_{n}^{(j)}$. The delays $\tau_{k,n}^{(j)}$ correspond to the distances between the agent and the $j$-th physical anchor (for $k = 1$) or the VAs of the $j$-th physical anchor (for $k \in \{2, \ldots, K_{n}^{(j)}\}$). Thus, $\tau_{k,n}^{(j)} = \|\mathbf{p}_{n} - \mathbf{a}_{k,n}^{(j)}\| / c$, where $\mathbf{a}_{k,n}^{(j)} \in \mathbb{R}^2$ is the position of the respective (physical or virtual) anchor and $c$ is the speed of light. The energy of the transmitted signal $s(t)$ is assumed to be normalized to one. The second term in (1) denotes the convolution of $s(t)$ with the diffuse multipath (DM) $\nu_{n}^{(j)}(t)$, which is modeled as a non-stationary zero-mean Gaussian random process. Considering uncorrelated scattering along the delay axis $\tau$, the auto-correlation function of $\nu_{n}^{(j)}(t)$ is given by $E_{\nu} \{ \nu_{n}^{(j)}(\tau) \nu_{n}^{(j)}(u) \} = S_{\nu,n}^{(j)}(\tau) \delta(\tau - u)$, where $S_{\nu,n}^{(j)}(\tau)$ represents the power delay profile of DM. The DM process $\nu_{n}^{(j)}(t)$ is assumed to be quasi-stationary in the spatial domain, which means that $S_{\nu,n}^{(j)}(\tau)$ does not change in the vicinity of $\mathbf{p}_{n}$ [21]. Note that the DM component interferes with the useful position-related information. The last term in (1), $w(t)$, is additive white Gaussian noise with double-sided power spectral density $N_0/2$.

B. MPC Parameter Estimation

The delays of the MPCs at agent position $\mathbf{p}_{n}$ are estimated recursively by a least-squares approximation of the received signal [22]. The algorithm estimates up to a pre-defined maximum number $M$ of MPCs yielding estimated delays $\tau_{m,n}^{(j)}$ and corresponding complex amplitudes $\alpha_{m,n}^{(j)}$, with $m \in \{1, \ldots, M_{n}^{(j)}\} = \mathcal{M}_{n}^{(j)}$. The estimated delays are scaled by the speed of light $c$ and used as noisy distance measurements $z_{m,n}^{(j)} = c\tau_{m,n}^{(j)}$ in the proposed multipath-assisted SLAM algorithm. Furthermore, in a real-world MINT system, the amplitude estimates $\alpha_{m,n}^{(j)}$ (after being associated with the $k$-th anchor) are fed into a higher-level, non-Bayesian algorithm that determines the signal-to-interference-plus-noise power ratio (SINR) between the useful specular MPC and the DM plus noise. This SINR is related to the range standard deviation $\sigma_{m,n}^{(j)}$ (see [10], [22] for details). Note that an extension to additional parameters besides the delay (and the corresponding amplitude), as for example the angle-of-arrival and angle-of-departure of the MPCs, is straightforward.

III. SYSTEM MODEL AND STATISTICAL FORMULATION

The used formulation follows closely [15], [17], [19], [20], where the work in [15] presents a JPDA-MINT algorithm with the a-priori assumption of perfect map knowledge. This assumption is relaxed in the following problem formulation.

A. Agent, Feature, Measurement, and Association Vectors

The state of the mobile agent at time $n$ is described by $\mathbf{x}_{n} = [\mathbf{p}_{n}^{T}, \mathbf{v}_{n}^{T}]^{T}$, where $\mathbf{v}_{n}$ is the velocity. The state evolves over time $n$ according to a prescribed state transition probability density function (pdf) $f(x_{n} | x_{n-1})$. There are $K_{n}^{(j)}$ features and the existence of the $(j,k)$-th feature is indicated by $r_{k,n}^{(j)} \in \{0,1\}$, where $r_{k,n}^{(j)} = 1$ means that it exists at time $n$. The state of the $(j,k)$-th feature is described by its position $\mathbf{a}_{k,n}^{(j)}$. The augmented feature state is defined as $y_{k,n}^{(j)} = [a_{k,n}^{(j)}, x_{k,n}^{(j)}]^{T}$ [19]. We also define the stacked vectors $\mathbf{y}_{n}^{(j)} = [y_{1,n}^{(j)}, \ldots, y_{J,n}^{(j)}]^{T}$, $\mathbf{y}_{n} = [\mathbf{y}_{n}^{(1)^{T}}, \ldots, \mathbf{y}_{n}^{(J)^{T}}]^{T}$, $\mathbf{r}_{n}^{(j)} = [r_{1,n}^{(j)}, \ldots, r_{J,n}^{(j)}]^{T}$ and $\mathbf{r}_{n} = [r_{1,n}^{(1)}, \ldots, r_{J,n}^{(J)}]^{T}$.

The MPC distances described in Section II-B are subject to a data association uncertainty, i.e., it is not known how the mobile agent’s measurements $z_{n}^{(j)} = [z_{1,n}^{(j)}, \ldots, z_{M_{n}^{(j)}}^{(j)}]^{T}$ at position $\mathbf{x}_{n}$ are connected to the features $k \in \mathcal{K}_{n}^{(j)}$ at positions $\mathbf{a}_{k,n}^{(j)}$. It is also possible that a measurement $z_{m,n}^{(j)}$ did not originate from any feature (false alarm, clutter) or that a feature did not give rise to any measurement (missed detection). The probability that a feature is detected is denoted by $\delta_{k,n}^{(j)}$. The distribution of false alarm measurements $f_{\mathbf{r}_{n}}(z_{i,n}^{(j)})$ is modeled as uniform on the region of interest,
i.e., the distance interval $[0, c T]$, where $T$ is the measurement duration. The number of false alarms is modeled by a Poisson distribution with mean $\mu(t)$. We assume that at any time $n$, each feature can generate at most one measurement, and each measurement can be generated by at most one feature [14],[23]. Possible associations between the agent and a feature at time $n$ are described by the $K_{\text{a}}$-dimensional random vector $c_n = [c_{n}^{(1)}, \ldots, c_{n}^{(K_{\text{a}})}]^T$, whose $k$-th entry is defined as

$$
e_{k,n}^{(j)} = \begin{cases} m \in \mathcal{M}_{\text{a}}^{(j)} \text{ at time } n, \text{ feature } (j,k) \text{ generates measurement } z_{m,n}^{(j)}, \\ 0, \text{ at time } n, \text{ feature } (j,k) \text{ does not generate any measurement.} \end{cases}$$

We also define $c_n \equiv [c_n^{(1)}, \ldots, c_n^{(K_{\text{a}})}]^T$ and $c \equiv [c_1^{(1)}, \ldots, c_n^{(K_{\text{a}})}]^T$. As previously proposed in [16],[19], we can alternatively introduce a measurement-oriented association vector $b_n^{(j)} = [b_{n}^{(j)}(1), \ldots, b_{n}^{(j)}(K_{\text{a}})]^T$ with

$$y_{n,m,n}^{(j)} = \begin{cases} k \in K_{\text{a}}^{(j)} \text{ at time } n, \text{ feature } (j,k) \text{ is generated by measurement } z_{m,n}^{(j)}, \\ 0, \text{ measurement } z_{m,n}^{(j)} \text{ is not generated by any feature}. \end{cases}$$

We also define $b_n \equiv [b_n^{(1)}(1), \ldots, b_n^{(K_{\text{a}})}(K_{\text{a}})]^T$ and $b \equiv [b_1^{(1)}(1), \ldots, b_n^{(K_{\text{a}})}(K_{\text{a}})]^T$. The redundant formulation of the data association is the key feature of the method that leads to excellent scalability [19],[20] (see for Section IV-B).

**B. Agent and Feature Statistics**

We define $\phi(x_n, y_{n,1:n}) = \phi(x_n, a_{k,n}, e_{k,n})$ as a probability density function (pdf) or the BP message defined jointly for the agent state $x_n$ and the augmented feature state $y_{k,n} = [a_{k,n}, e_{k,n}]^T$. As shown in [19],[20], if $\phi(x_n, y_{n,1:n})$ is normalized to one, i.e.,

$$\sum_{e_{k,n} \in 0,1} \int \phi(x_n, a_{k,n}, r_{j,k}) da_{k,n} = \phi(0) + \phi(1) = 1$$

then $\phi(0) = \phi_{k,n}^{(j)}$ can be interpreted as the probability that the $(j,k)$-th feature does not exist and $\phi(1)$ as the probability that it does. The paired joint agent and augmented feature states $x_{n,1:j}$ are assumed to evolve independently according to Markovian state dynamics, i.e.

$$f(x_n, y_{n,1:n}, y_{n-1}) = f(x_0) \prod_{n=1}^{n} f(x_n | y_{n-1}) \prod_{j=1}^{K_{\text{a}}} \prod_{k=1}^{K_{\text{f}}} \times f(y_{n,1:n}^{(j)}, f(y_{n}^{(j)}, y_{n-1}^{(j)}),$$

where $f(x_0)$ and $f(y_{n}^{(j)}, y_{n-1}^{(j)})$ are the prior pdfs at time $n = 0$ and $f(y_{n,1:n}^{(j)}, y_{n-1}^{(j)})$ is the state-transition pdf of the $(j,k)$-th feature. In the case a feature $(j,k)$ does not exist at time $n-1$, i.e. $e_{k,n-1} = 0$, then the probability of birth (that it exists at time $n$) is given by $p_n$. The feature state is then distributed according to the birth pdf $f_b(a_{k,n}^{(j)})$, which will be described in Section IV-C. Thus, $f(y_{n,1:n}^{(j)}, y_{n-1}^{(j)})$ is given as [19]

$$f(a_{k,n}^{(j)}, r_{j,k}^{(j)} | a_{k,n-1}^{(j)}, 0) = \begin{cases} (1 - p_n) f_{b}(a_{k,n}^{(j)}), r_{j,k}^{(j)} = 0 \\ p_n f_{b}(a_{k,n}^{(j)}), r_{j,k}^{(j)} = 1, \end{cases}$$

where $f_{b}(a_{k,n}^{(j)})$ represents a "dummy pdf" which has to integrate up to 1 at the support of the feature states [19]. If the $(j,k)$-th feature existed at time $n-1$, i.e. $e_{k,n-1} = 1$, then the probability of survival (that it still exists at time $n$) is given as $p_n$. If it still exists it is distributed according to the transition pdf $f(a_{k,n}^{(j)}, r_{j,k}^{(j)} | a_{k,n-1}^{(j)}, 1)$ and therefore we have [19]

$$f(a_{k,n}^{(j)}, r_{j,k}^{(j)} | a_{k,n-1}^{(j)}, 1) = \begin{cases} (1 - p_n) f_{b}(a_{k,n}^{(j)}), r_{j,k}^{(j)} = 0 \\ p_n f_{b}(a_{k,n}^{(j)}), r_{j,k}^{(j)} = 1. \end{cases}$$

**C. Likelihood Function**

Let us stack the distance measurement vectors $z_{a^{(j)}}$, $j \in \{1, \ldots, J\}$ obtained from all the signal transmissions and MPC estimation procedures into the vectors $z_a \in \mathbb{R}^{T \times 1}$ and $z \in \mathbb{R}^{T \times 1}$. Further, we stack the number of measurements into the vector $m = [m_1, \ldots, m_{K_{\text{a}}}]^T$ with $m_n \equiv [M_n, \ldots, M_{K_{\text{a}}}]^T$. The statistical dependence of the distance measurement vector $z_n$ on the agent state vector $x_n$, augmented feature state $y_n$, the association $c_n$ and the number of measurements $m_n$ is described by the likelihood function $f(z_n | x_n, y_n, c_n, m_n)$. Under commonly used assumptions about the statistics of the measurements [14],[23], the global likelihood function can be factorized as

$$f(z|x, y, c, m) = C(z) \prod_{n=1}^{n} \prod_{j=1}^{K_{\text{f}}} \prod_{k=1}^{K_{\text{a}}} f(y_{n,1:n}^{(j)}, x_n, a_{k,n}, \sigma_{\text{a}^{(j)}}^{(j)}, z_{a^{(j)}}^{(j)}) \times g(x_n, a_{k,n}, r_{j,k}^{(j)}, \sigma_{\text{a}^{(j)}}^{(j)}, z_{a^{(j)}}^{(j)}),$$

where $C(z)$ is a normalization constant and the local likelihood factor $g(x_n, a_{k,n}, r_{j,k}^{(j)}, \sigma_{\text{a}^{(j)}}^{(j)}, z_{a^{(j)}}^{(j)})$ is given as

$$g(\ast^{(j)}, \ast^{(j)}, s_{k,n}^{(j)} = \begin{cases} f(s_{k,n}^{(j)} | x_n, a_{k,n}, \sigma_{\text{a}^{(j)}}^{(j)}) \cdot e_{k,n}^{(j)} = m \\ 1, \text{ else} \end{cases}$$

where $m \in \mathcal{M}_{\text{a}}^{(j)}$. Here, the likelihood function $f(z_{a^{(j)}} | x_n, a_{k,n}, \sigma_{\text{a}^{(j)}}^{(j)})$ is related to a noisy measurement of the distance between agent position $p_n$ and feature position $a_{k,n}$. This measurement is modeled as

$$z_{a^{(j)}}^{(j)} = \|p_n - a_{k,n}^{(j)}\| + v_{k,n}^{(j)},$$

where feature $k$ is connected with measurement $m$ via $e_{k,n}^{(j)} = m$ and $v_{k,n}^{(j)}$ is zero-mean Gaussian noise with standard deviation $\sigma_{\text{a}^{(j)}}^{(j)}$, $i \in \{1, \ldots, S\}$. The range standard deviation
\( \sigma_{k,n}^{(j,i)} = c_{i} \sigma_{k,n}^{(j)} \) is a scaled version of range standard deviation \( \sigma_{k,n}^{(j)} \) provided by the higher-level non-Bayesian estimator. Its purpose will be explained in Section III-D.

D. Detection Probability and Discrete Variance Switching

The \((j,k)\)-th feature is detected with a time-varying detection probability \( s_{k,n}^{(j)} \) [17]. As proposed in [17], we also assume that \( s_{k,n}^{(j)} \) is a discrete random variable with finite support \( \mathcal{S} = \{d_{1}, \ldots, d_{S}\} \), where \( d_{i} \in (0, 1) \) and \( i \in \{1, \ldots, S\} \). The temporal evolution is modeled by a discrete Markov chain with transition matrix \( \mathbf{S}^{(j)} \in \{0, 1\}^{S \times S} \) and the transition probability mass function (pmf) is given by

\[
\begin{align*}
\mathbf{p}(s_{k,n}^{(j)} = d_{i} | s_{k,n-1}^{(j)} = d_{j}) & = \mathbf{S}^{(j)}_{i,j}, \quad \text{with the standard definition } \sum_{i=1}^{S} \mathbf{S}^{(j)}_{i,j} = 1.
\end{align*}
\]

(9)

The factored prior pmf of joint state \( s \) is given as [17]

\[
p(s) = \prod_{n=1}^{T} \prod_{j=1}^{J} K^{(j)}_{j,k,n} p(s_{k,n}^{(j)} | s_{k,n-1}^{(j)}),
\]

where \( p(s_{k,n}^{(j)} | s_{k,n-1}^{(j)}) \) is the initial detection pmf at time 0. We also define \( s_{n}^{(j)} = [s_{n1}^{(j)}, \ldots, s_{nJ}^{(j)}]^{T} \), \( s_{0}^{(j)} = [s_{01}^{(j)}, \ldots, s_{0J}^{(j)}]^{T} \) and \( s = [s_{1}^{T}, \ldots, s_{T}^{T}]^{T} \). In addition to every discrete value \( d_{i} \) we define a finite set of standard-deviation levels for the range measurements. These variance levels \( \sigma_{k,n}^{(j)} = c_{i} \sigma_{k,n}^{(j)} \) with \( c_{i} \in [1, E] \) and \( E \geq 1 \), are based on the standard-deviation estimates \( \sigma_{k,n}^{(j)} \) provided by the lower-level non-Bayesian estimator. This rather heuristic choice can be argued as the following: For high detection probability values the measurements are expected to be more reliable, i.e. low standard deviation and vice versa for low detection probability. This means that for highest detection probability, the scaling factor \( c_{i} = 1 \), and for the lowest detection probability, \( c_{i} = E \), leading to a higher measurement standard-deviation.

E. Distribution of Feature- and Measurement-oriented Association Variables

Under commonly used assumptions, the joint prior pmf of \( c, b, \text{ and } m \) given the agent states \( x \), the augmented feature states \( s \) and the detection probabilities \( s \) can be expressed as [14], [19]

\[
p(c, b, m | x, y, s) = C(m) \prod_{n=1}^{T} \prod_{j=1}^{J} M^{(j)}_{1,1,1,n} \times h(x_{n}, a_{k,n}^{(j)}, s_{k,n}^{(j)}, \sigma_{k,n}^{(j)}, M^{(j)}_{1,1,1,n}) \prod_{m=1}^{M} \Psi(e_{k,n}^{(j)}, b_{m,n}^{(j)}),
\]

where \( C(m) \) is a normalization factor and

\[
\begin{align*}
h(x_{n}, a_{k,n}^{(j)}, \sigma_{k,n}^{(j)}, M^{(j)}_{1,1,1,n}) & = \begin{cases} \frac{\sigma_{k,n}^{(j)}}{\mu_{1}}, & \sigma_{k,n}^{(j)} = m \\ (1 - \sigma_{k,n}^{(j)}), & \text{else} \end{cases},
\end{align*}
\]

\[
\begin{align*}
h(x_{n}, a_{k,n}^{(j)}, 0, \sigma_{k,n}^{(j)}, M^{(j)}_{1,1,1,n}) & = \begin{cases} \frac{\sigma_{k,n}^{(j)}}{\mu_{1}}, & \sigma_{k,n}^{(j)} = m \\ (1 - \sigma_{k,n}^{(j)}), & \text{else} \end{cases}.
\end{align*}
\]

where \( m \in M_{u}^{(j)} \) and \( 1(c) \) equals 1 if \( c = 0 \) and 0 otherwise. \( \Psi(e_{k,n}^{(j)}, b_{m,n}^{(j)}) \in \{0, 1\} \) is the exclusion indicator function defined as

\[
\Psi(e_{k,n}^{(j)}, b_{m,n}^{(j)}) = \begin{cases} 0, & e_{k,n}^{(j)} = m, b_{m,n}^{(j)} \neq k, \text{ or } b_{m,n}^{(j)} = k, e_{k,n}^{(j)} \neq m \quad (11) \\ 1, & \text{else}. \end{cases}
\]

The indicator function enforces that the \((j,k)\)-th feature can generate at most one measurement, and vice versa a measurement at physical anchor \( j \) originates from at most one feature.

F. Problem Statement

The problem addresses Bayesian detection and estimation of the feature states \( a_{k,n}^{(j)} \) and joint estimation of the agent state \( x_{n} \) from all the past and present measurements of all the features \( j \in [1, \ldots, J] \), i.e., from the total measurement vector \( z = [z_{1}, \ldots, z_{T}]^{T} \). In a Bayesian sense, the agent posterior pdf \( f(x_{n} | z) \) is calculated and used to estimate the state \( x_{n} \). More specifically, we will develop an approximate calculation of the minimum mean-square error (MMSE) estimator [24]

\[
\hat{x}_{n}^{\text{MMSE}} = \int x_{n} f(x_{n} | z) dx_{n}.
\]

Furthermore, in order to determine the existence of specific features, we rely on the posterior existence probabilities \( p(r_{k,n}^{(j)} = 1 | z) \), which can be obtained from the posterior pdfs of the augmented feature states, \( f(y_{k,n}^{(j)} | z) = f(a_{k,n}^{(j)}, r_{k,n}^{(j)} | z) \), i.e.

\[
p(r_{k,n}^{(j)} = 1 | z) = \int f(a_{k,n}^{(j)}, r_{k,n}^{(j)} = 1 | z) da_{k,n}^{(j)}.
\]

Finally, the higher-level algorithm that determines the standard deviation \( \sigma_{k,n}^{(j)} \) corresponding to each feature, requires knowledge of the most probable MPC-to-feature association. This is obtained by means of an approximation of the maximum a posteriori (MAP) detector [25]

\[
e_{k,n}^{(j)\text{MAP}} = \arg \max_{e_{k,n}^{(j)} \in \{1, \ldots, M_{u}^{(j)}\}} p(e_{k,n}^{(j)} | z).
\]

We consider only MAP estimates for \( p(e_{k,n}^{(j)\text{MAP}} | z) > p_{\text{th}} \), where \( p_{\text{th}} \) represents a constant threshold. The calculations in (12), (13), and (14) will be based on approximate calculations of the joint posterior pdfs \( f(x_{n} | z) \) and \( f(a_{k,n}^{(j)}, r_{k,n}^{(j)} | z) \), and the marginal posterior pdfs \( p(e_{k,n}^{(j)} | z) \) by means of an efficient BP message passing algorithm.

IV. BP METHOD FOR MULTIPATH-ASSISTED SLAM

A. Factorization of the Joint Posterior PDF

Using Bayes’ rule and common independence assumptions [14], [23], the joint posterior pdf \( f(x, y, c, b, s | z) \) can be expressed up to a constant factor as

\[
f(x, y, c, b, s | z) = f(x, y, c, b, s, m | z)
\]

\[
\times f(z | x, y, c, b, s, m) f(x, y, c, b, s, m)
\]

(15)
factor graph contains loops, the presented method obtains only an approximation of the messages. The following scheduling is introduced for calculating the messages: (i) Message passing is only done forward in time, (ii) iterative message passing is executed for data association [16] and, (iii) iterative message passing is only executed once to consider the loops involving the agent state and the features. First, a prediction step is performed at time $n$. For the agent state, the prediction message is obtained as

$$\alpha_k (x_{k,n}) = \sum_{r_{k,n-1} \in \{0,1\}} \int \tilde{f}(a_{k,n-1}^j, r_{k,n-1}) \, f(a_{k,n}^j | r_{k,n-1}) \, da_{k,n-1}.$$ 

Finally, the prediction message for the features reads

$$\kappa^j (s_{k,n}) = \sum_{s_{k,n-1} \in S} p(s_{k,n-1} = d_i) \tilde{p}(s_{k,n-1} = d_i).$$

Let us introduce the short notation $\int \alpha_k (a_{k,n}^j, 0) \, da_{k,n}^j \equiv \alpha^j_k$. The following calculations are performed for all features $k \in K^j_{\ell}$ of all physical anchors $j \in J$ in parallel:

1) Measurement evaluation:

$$\beta^j (c_{k,n}) = \sum_{s_{k,n} \in S} \int \kappa^j (s_{k,n}) = v(x_n, a_{k,n}^j, 1, \sigma^j, c_{k,n}) \, s_{k,n} = d_i; z_{k,n}^j) \, dx_n \, da_{k,n}^j$$

+ $1(c_{k,n}^j) \alpha^j_k (a_{k,n}^j, 1)$.

2) Iterative data association: Using $\beta^j (c_{k,n})$ the messages $\eta^j (c_{k,n})$ are computed by loopy BP. The messages $\nu_{m \rightarrow k}^j (c_{k,n})$ and $\gamma_{k \rightarrow m}^j (s_{k,n})$ are iterated for $p \in \{1, \ldots, P\}$, where $P$ is the number of iterations [16, 17].

3) Agent measurement update:

$$\gamma^j_k (x_n) = \sum_{s_{k,n} \in S} \sum_{c_{k,n} \in C^j_k} \eta^j (c_{k,n}) \kappa^j (s_{k,n}) = v(x_n, a_{k,n}^j, 1, \sigma^j, c_{k,n}) \, s_{k,n} = d_i; z_{k,n}^j) \, dx_n \, da_{k,n}^j$$

+ $1(c_{k,n}^j) \alpha^j_k (a_{k,n}^j, 1)$.

4) Feature measurement update:

$$\gamma^j (a_{k,n}^j, 1) = \sum_{s_{k,n} \in S} \sum_{c_{k,n} \in C^j_k} \eta^j (c_{k,n}) \kappa^j (s_{k,n}) = d_i$$

+ $v(x_n, a_{k,n}^j, 1, \sigma^j, c_{k,n}) \, s_{k,n} = d_i; z_{k,n}^j) \, dx_n \, da_{k,n}^j$

$$\gamma^j (a_{k,n}^j, 0) = \eta^j (c_{k,n} = 0) \triangleq \gamma^j_k.$$
5) Detection probability update:

\[ \lambda (\mathbf{s}_{k,n}) = \sum_{\mathbf{c}_{k,n}} \int \int \kappa (\mathbf{s}_{k,n}) \eta (\mathbf{c}_{k,n}) a_k (\mathbf{a}_{k,n}, 1) \alpha (\mathbf{x}_n) \times \nu (\mathbf{x}_n, a_{k,n}, 1, \mathbf{c}_{k,n}, \mathbf{s}_{k,n}) \, d\mathbf{x}_n \, d\mathbf{a}_{k,n} + \eta (\mathbf{c}_{k,n} = 0) \alpha (\mathbf{x}_n) \]

\[ \tilde{p} (\mathbf{s}_{k,n}) = \lambda (\mathbf{s}_{k,n}) \mathbf{C}_{k,n} \mathbf{a}_{k,n} \]

Now, we obtain the agent belief as \( \tilde{f} (\mathbf{x}_n) = C_n \alpha (\mathbf{x}_n) \prod_{j \in \mathcal{J}} \prod_{k \in \mathcal{K}} \gamma (\mathbf{c}_{k,n}) (\mathbf{x}_n) \) and the beliefs for the augmented feature state as \( \tilde{f} (\mathbf{a}_{k,n}) = \frac{1}{\mathbf{C}_{k,n}} \alpha (\mathbf{a}_{k,n}, 1) \gamma (\mathbf{a}_{k,n}, 1) \) and \( \tilde{f}(\mathbf{c}_{k,n}) = \frac{1}{\mathbf{C}_{k,n}} \gamma (\mathbf{c}_{k,n}, 1) \) for \( \mathbf{f}_{k,n} = 0 \). Note that \( \mathbf{C}_{k,n} \) and \( \mathbf{C}_{k,n} \) are constant factors that are chosen such that the beliefs normalize to unity. Finally, beliefs for the association beliefs are obtained as \( \tilde{\mathbf{C}} (\mathbf{c}, \mathbf{c}) = \eta (\mathbf{c}, \mathbf{c}) \beta (\mathbf{c}, \mathbf{c}) \). These beliefs are used instead of \( \tilde{\mathbf{f}} (\mathbf{x}_n) \) in \( (12) \), \( \tilde{\mathbf{f}} (\mathbf{a}_{k,n}) \) in \( (13) \), and \( \tilde{\mathbf{f}} (\mathbf{c}_{k,n}) \) in \( (14) \), respectively. Since a direct calculation of the beliefs is intractable, a particle-based approximation is used (see [20], [27] for details).

C. Birth of Features

The choice of the birth distribution introduced in the following is heuristic, but leads to good performance in multipath-assisted SLAM. The birth distributions consist of two parts: (i) It includes already existing features with low probability of existence and (ii) it considers entirely new features which have not been measured yet. The first part is given as

\[ \tilde{f}_b (\mathbf{y}_{k,n}) \equiv \int \int f (\mathbf{y}_{k,n} | \mathbf{y}_{k,n-1}) f (\mathbf{x}_n | \mathbf{x}_{n-1}) \]

where \( \tilde{f}_b (\mathbf{y}_{k,n-1}; \mathbf{z}_{k,n-1}, \mathbf{x}_{n-1}) \) is constructed from past measurements and the marginal association pmfs \( p (\mathbf{c}_{k,n-1} = m | \mathbf{z}_{n-1}) \) at agent state \( \mathbf{x}_{n-1} \). The second part aims to introduce completely new features into the state space. This means that for every past measurement \( m \) at time \( n-1 \) that has a marginal association pmf \( p (\mathbf{c}_{k,n-1} = m | \mathbf{z}_{n-1}) < P_{\text{assoc}} \) the measurement could be clutter but more important also could originate from a potential new feature—a new state \( \mathbf{s}_{k,n+1} \)

V. EXPERIMENTAL RESULTS

In this Section, the performance of the proposed method is analyzed based on simulations using real UWB measurement.

A. Measurement Setup

The measurements are taken from the seminar room scene of the MeasureMINT database [28]. They correspond to two trajectories each consisting of 1000 agent positions with a 1 cm spacing as shown in Fig. 1 (gray lines). At each agent position, UWB radio channel measurements are available between the agent and two physical anchors at positions \( \mathbf{a}_1^{(2)} = [0.5, 7]^T \) and \( \mathbf{a}_1^{(2)} = [5.2, 3.2]^T \). The measurements were performed using an M-sequence correlator channel sounder with frequency range 3–10 GHz. On the physical anchor and agent sides, dipole-like antennas (Euro-cent coins). These antennas have an approximately uniform radiation pattern in the azimuth plane and zeros in the directions of floor and ceiling. Within the total measured band, we selected the actual signal band using filtering with a root raised cosine pulse \( s(t) \) with a roll-off-factor of 0.5 and two-sided 3 dB bandwidth of 2 GHz at a center frequency of \( f_c = 7 \) GHz.

B. Experimental and Simulation Setup

The agent state transition pdf \( f (\mathbf{x}_n | \mathbf{x}_{n-1}) \), with \( \mathbf{x}_n = [\mathbf{p}_n, \mathbf{v}_n]^T \), is defined by a 2-D linear constant-velocity motion model [29]. The driving noise \( \mathbf{w}_n \) is independent across \( n \), zero-mean, and Gaussian with covariance matrix \( \mathbf{R}_w = \sigma_w^2 \mathbf{I} \). We chose \( \sigma_w = 0.02 \) m/s\(^2\). The features are assumed to be static and exposed to small state space noise, leading to \( f (\mathbf{a}_{k,n}, \mathbf{a}_{k,n} | \mathbf{a}_{k,n-1}) = \mathcal{N} (\mathbf{a}_{k,n-1}, 0.005^2) \).

We have estimated up to a maximum number of \( M = 15 \) MPCs per physical anchor. The range standard deviations \( \sigma_{k,n} \) corresponding to the nonzero \( \mathbf{c}_{k,n}^{(MAP)} \) were determined by a higher-level non-Bayesian algorithm that uses estimates of the complex MPC amplitudes of the last 30 time steps [22]. The false alarm PDF \( f_{FA} (\mathbf{z}_{k,n}) \) is uniform on \([0, 40] \) m. and the mean number of false alarms \( c_{k,n} | \mathbf{c}_{k,n} = 0 \) is \( \mu = 5 \). The set of detection probabilities \( S = \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\} \) with \( |S| = 9 \) and the transition probabilities \( \mathbf{S} (\mathbf{c}, \mathbf{c}) \) are chosen according to [17], so that with probability 0.05, the detection probability is increased by 0.1, and with probability 0.1 it is decreased by 0.1. The standard deviation scaling is given by \( |S| \) uniformly spaced values on the interval \([1, E]\) with \( E = 10 \). The threshold probability for assuming measurements to be associated to features is \( P_{\text{th}}^{\text{assoc}} = 0.01 \) and the threshold for probability of existence of a feature is \( P_{\text{th}} = 0.5 \). For practicality, features below \( P_{\text{th}}^{\text{assoc}} \) and with an SNR lower than 0 dB are deleted. The survival probability is \( p_a = 0.99 \) and the birth probability is \( p_b = 0.3 \). The reason why we choose a high birth probability is argued by the fact that for range-only measurements the estimator can converge to a wrong expected feature position. Therefore, the exploration of a new state region with the birth pdf is a remedy against this.

We use a sequential importance resampling particle filter implementation as presented in [20] with 8000 particles representing the survival pdf, 2000 representing the birth pdf of a feature, and 10000 for the agent state pdf. The number of loop iterations for data association is limited to \( P = 1000 \). Prior knowledge: The initial physical anchor states are drawn from 2-D Gaussian distributions \( \mathbf{a}_1^{(1,2)} \sim \mathcal{N} (\mathbf{a}_1^{(1,2)}, \mathbf{I} (0.1)^2) \). The initial agent state \( \mathbf{x}_0 \sim \mathcal{N} (\mathbf{p}_0, 0.01^2, 0.01^2, 0.02_1^2, 0.01^2) \), where \( \mathbf{p}_0 \) is the starting position of the trajectories.

C. Performance Results

Fig. 3 shows the empirical cumulative distribution function (CDF) of the agent position error \( \Delta_n \leq ||\mathbf{p}_n - \mathbf{p}_n|| \) along
the two trajectories with 1000 agent positions. The red line illustrates the performance along traj. 1 and the black line along traj. 2. It can be seen that the proposed multipath-assisted SLAM algorithm is reaching a high level of accuracy very robustly. Since the CDFs all are converging to one at a reasonable error, none of the traj. runs can be seen as diverged, suggesting a high level of robustness of the proposed method. Further, the method reaches a reasonable VA-based feature representation of the environment. This was analyzed by comparing the VAs computed from the a-priori known floor plan with the estimated VAs.

VI. CONCLUSIONS AND FUTURE PERSPECTIVE

In this paper we have proposed a new multipath-assisted feature-based SLAM algorithm based on probabilistic data association and BP message passing. The method is suited for highly cluttered measurements and with frequent birth and dead of tracked features. It shows high robustness in estimating the mobile agent state. Further, it provides a reasonable feature representation of an indoor environment using virtual anchors. Downsides of the method are (i) that the introduced birth mechanism is not Bayes optimal and (ii) that the estimation of the SINRs is non-Bayesian and decoupled from the SLAM filter, leaving space for future work. The next step we want to pursue is to adapt the marginal multi-Bernoulli/Poisson filter [5] for deriving a closed-form description of unknown anchors and already known anchors, reaching Bayes optimality for our multipath-assisted SLAM method.
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