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Abstract—This work investigates the information loss in a decimation system, i.e., in a downsampler preceded by an anti-aliasing filter. It is shown that, without a specific signal model in mind, the anti-aliasing filter cannot reduce information loss, while for a simple signal-plus-noise model it can. For the Gaussian case, the optimal anti-aliasing filter is shown to coincide with the one obtained from energetic considerations. For a non-Gaussian signal corrupted by Gaussian noise, the Gaussian assumption yields an upper bound on the information loss, suggesting filter design principles based on second-order statistics.

I. INTRODUCTION

Multi-rate systems are ubiquitously used in digital systems to increase (upsample) or decrease (downsample) the rate at which a signal is processed. Especially downsampling is a critical operation since it can introduce aliasing, like sampling, and thus can cause information loss. Standard textbooks on signal processing deal with this issue by recommending an anti-aliasing filter prior to downsampling – resulting in a cascade which is commonly known as a decimator [1, Ch. 4.6]. In these books, this anti-aliasing filter is usually an ideal low-pass filter with a cut-off frequency of $\pi/M$, for an $M$-fold decimation system (cf. Fig. 1). Unser showed that this choice is optimal in terms of the mean-squared reconstruction error (MSE) only if the input process is such that the passband portion of its power spectral density (PSD) exceeds all aliased components [2]. Similarly, it was shown by Tsatsanis and Giannakis [3], that the filter minimizing the MSE is piecewise constant, $M$-aliasing-free (i.e., the aliased components of the $M$-fold downsampled frequency response do not overlap), and has a passband depending on the PSD of the input process. Specifically, the filter which permits most of the energy to pass aliasing-free is optimal in the MSE sense.

In this paper we consider a design objective vastly different from the MSE: information. The fact that information, compared to energy, can yield more successful system designs has long been recognized, e.g., for (non-linear) adaptive filters [4] or for state estimation using linear filters [5]. In information theory, transceiver filter design based on mutual information is covered in, e.g., [6], [7]. That information-theoretic design seems to become a trend recently is understandable: After all, it is information one wants to transmit, not energy. Finally, quantifying information relieves us from having to specify a reconstruction procedure: The information lost in the decimation system is independent from signal reconstruction, therefore a separate design of these two system components should be possible. Our first result is surprising: Given mild assumptions on the input process of the decimation system, the information loss can be bounded independently of the anti-aliasing filter (see Section III). The reason is that under these assumptions every bit of the input process is treated equivalently, regardless of the amount of energy by which it is represented. In order to remedy this counter-intuitivity, Section IV considers Gaussian processes with a specific signal model in mind: The input to the decimation system is a relevant data signal corrupted by noise. As a corollary to a more general result, we show that for white noise the anti-aliasing filter minimizing the information loss coincides with the optimal filter of [3]. Since in most cases the Gaussian assumption is too restrictive, we let the signal process have arbitrary distribution in Section V, but keep the noise Gaussian. Following the approach of Plumbley in [8], we prove that the Gaussian assumption for the signal process yields an upper bound on the information loss in the general case. In other words, designing a filter based on the PSDs of the signal and noise processes guarantees a minimum information transfer over the decimation system. This justifies a filter design based on second-order statistics, i.e., on energetic considerations, also from an information-theoretic perspective. In Section VI we illustrate our results in a simple toy example.

Due to the lack of space, we only give an outline of our proofs. An extended version of this manuscript is currently in preparation.

II. PRELIMINARIES AND NOTATION

Throughout this work we adopt the following notation: $Z$ is a real-valued random process, whose $n$-th sample is the random variable (RV) $Z_n$. We abbreviate $Z_i := \{Z_i,Z_{i+1},\ldots,Z_j\}$. The differential entropy [9, Ch. 8] and the Rényi information dimension [10] of $Z_i$ are $h(Z_i)$ and $d(Z_i)$, respectively, provided these quantities exist and are finite. Finally, we define the $M$-fold blocking $Z^{(M)}$ of $Z$.
as the sequence of $M$-dimensional RVs $Z^{(M)}_1 := Z^M_1$, $Z^{(M)}_2 := Z^M_{3+1}$, and so on.

In this work, we often consider a process $Z$ satisfying Assumption 1. $Z$ is stationary, has finite marginal differential entropy $h(Z_n)$, finite Shannon entropy of the quantized RV $[Z_n]$, and finite differential entropy rate

$$\tilde{h}(Z) := \lim_{n \to \infty} \frac{1}{n} h(Z^n) = \lim_{n \to \infty} h(Z_n|Z^{n-1}).$$

(1)

As a direct consequence of Assumption 1, the information dimension satisfies $d(Z^n) = n$ for all $n$, and the mutual information rate with a process $W$ jointly stationary with $Z$ exists and equals [11, Thm. 8.3]

$$\tilde{I}(Z; W) := \lim_{n \to \infty} \frac{1}{n} I(Z^n; W^n).$$

(2)

We introduce two measures of information loss for stationary stochastic processes: The first is an extension of the relative information loss\footnote{Roughly speaking, $l(Z \to g(Z))$ captures the percentage of information lost by applying the function $g$ to the RV $Z$.} $l(Z \to g(Z))$ to stochastic processes (cf. [12], [13]):

$$l(Z \to g(Z)) := \lim_{n \to \infty} l((Z^n \to g(Z^n))$$

(3)

where we abused notation by applying $g$ coordinate-wise. The second notion is an extension of [14], where we introduced the relevant information loss. Let $W$ be a process statistically related to and jointly stationary with $Z$, representing the relevant information content of $Z$; for example, $W$ might be the sign of $Z$, or $Z$ might be a noisy observation of $W$. Then, the information loss rate relevant w.r.t. $W$ is

$$E_W(Z \to g(Z)) := I(W; Z) - I(W; g(Z))$$

(4)

provided the quantities exist.

III. RELATIVE INFORMATION LOSS IN A DOWNSAMPLER

Consider the scenario depicted in Fig. 1, where $X$ satisfies Assumption 1. It can be shown that if the linear filter $H$ is stable and causal, also the output process $X$ satisfies Assumption 1. Moreover, such a filter has no effect on the information content of the stochastic process in the sense that, for $S$ jointly stationary with $X$, $\tilde{I}(X; S) = \tilde{I}(X; S)$.

To analyze the information loss rate in the downsampling device, we employ the relative information loss rate,

$$l(X^{(M)} \to Y) := \lim_{n \to \infty} l((X^{(M)})^n_1 \to Y^n_1)$$

(5)

where we applied $M$-fold blocking to ensure that the mapping between $(X^{(M)})^n_1$ and $Y^n_1$ is static. Downsampling, $Y^n_1 := X_{1nM}$, is now a projection to a single coordinate, hence [12]

$$l((X^{(M)})^n_1 \to Y^n_1) = \frac{d((X^{(M)})^n_1|Y^n_1)}{d((X^{(M)})^n_1)} = \frac{n(M-1)}{nM}.$$
Theorem 2. Let \( S \) and \( N \) be jointly stationary Gaussian processes with smooth PSDs \( S_S(e^{\theta}) \) and \( S_N(e^{\theta}) \) which satisfy Assumption 1. The information loss rate relevant w.r.t. \( S \) is given by

\[
I_{S_G(M)}(X(M) \rightarrow Y) := I(S(M); X(M)) - I(S(M); Y) \quad \text{(11)}
\]

and measures how much of the information \( X \) conveys about \( S \) is lost in each time step due to downsampling.

IV. RELEVANT INFORMATION LOSS: GAUSSIAN CASE

To remove the counter-intuitivity of the previous section, we adapt the signal model: Let \( X \) be a noisy observation of a signal process \( S \), i.e., \( X_n = S_n + N_n \), where \( S \) and \( N \) are independent, jointly stationary Gaussian processes with smooth PSDs \( S_S(e^{\theta}) \) and \( S_N(e^{\theta}) \), respectively, and which satisfy Assumption 1. The information loss rate relevant w.r.t. \( S \) is given by

\[
I_{S_G(M)}(X(M) \rightarrow Y) := I(S(M); X(M)) - I(S(M); Y) \quad \text{(11)}
\]

and measures how much of the information \( X \) conveys about \( S \) is lost in each time step due to downsampling.

While in the general case the filter which minimizes \( I_{S_G(M)}(X(M) \rightarrow Y) \) is hard to find, for this particular signal model the solution is surprisingly intuitive:

**Theorem 2.** Let \( S \) and \( N \) be jointly stationary Gaussian processes with smooth PSDs \( S_S(e^{\theta}) \) and \( S_N(e^{\theta}) \) which satisfy Assumption 1. Let \( X_n = S_n + N_n \). Then, the \( M \)-aliasing-free energy compaction filter for \( S_S(e^{\theta})/S_N(e^{\theta}) \) minimizes the relevant information loss rate in the decimation system depicted in Fig. 1.

The energy compaction filter for a given PSD can be constructed easily: The \( M \)-fold downsampled PSD consists of \( M \) aliased components; for each frequency point \( \theta \in [-\pi/M, \pi/M] \), at least one of them is maximal. The passbands of the energy compaction filter correspond to exactly these maximal components [2], [3]. See also (12) below.

In particular, since for white Gaussian noise \( N \) the energy compaction filter for \( S_S(e^{\theta})/S_N(e^{\theta}) \) coincides with the energy compaction filter for \( S_S(e^{\theta}) \), the filter that lets most of the signal’s energy pass aliasing-free is also optimal in terms of information.

**Sketch of the proof:** Instead of minimizing \( I_{S_G(M)}(X(M) \rightarrow Y) \) we maximize

\[
I(S(M); Y) = \lim_{n \rightarrow \infty} \frac{1}{n} \left( h(Y^n_1) - h(Y^n_1|S^n_M) \right)
\]

with \( S \) being filtered by \( H \). But \( h(Y^n_1) = h(\tilde{X}_n M, \ldots, \tilde{X}_n M) \) and \( h(Y^n_1|S^n_M) = h(N_1M, \ldots, N_nM) \), where \( N \) is the noise process filtered by \( H \). By Gaussianity, the mutual information rate reads

\[
I(S(M); Y) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \ln \left( 1 + \frac{\sum_{k=0}^{M-1} S_S(e^{\theta_k})}{\sum_{k=0}^{M-1} H_k(\theta)} \right) d\theta
\]

where \( \theta_k := \frac{\theta - k\pi}{M} \) and \( H_k(\theta) := S_N(e^{\theta_k})|H(e^{\theta_k})|^2 \).

Maximizing the integral is done by maximizing the fraction inside the logarithm, which is, essentially, a weighted average of the ratios \( S_S(e^{\theta_k})/S_N(e^{\theta_k}) \). The maximum is obtained if

\[
H_k(\theta) = \begin{cases} 1, & \text{for smallest } l \text{ s.t. } \forall k : \frac{S_S(e^{\theta_k})}{S_N(e^{\theta_k})} \leq \frac{S_S(e^{\theta_k})}{S_N(e^{\theta_k})} \\ 0, & \text{else} \end{cases}
\]

i.e., if \( H \) is related to the energy compaction filter via \( H_k(\theta) = S_N(e^{\theta_k})|H(e^{\theta_k})|^2 \). Since \( |\tilde{f}(N)| \leq \infty \), a filter \( H' \) with \( |H'(e^{\theta})|^2 = 1/S_N(e^{\theta}) \) does not change the information content; thus, \( H \) can be chosen as the energy compaction filter.

V. RELEVANT INFORMATION LOSS: GENERAL CASE

Although the result for Gaussian processes is interesting due to its closed form, it is of little practical relevance. In many cases, at least the relevant part of \( X \), the signal process \( S \), will be non-Gaussian. We thus drop the restriction that \( S \) is Gaussian, but we still assume Gaussianity of \( N \).

One can expect that in this more general case a closed-form solution for \( H \) will not be available. However, assuming that \( S \) is Gaussian, yields an upper bound on the information rate \( I(S(M); Y) \). It can also be shown that the Gaussian assumption provides an upper bound on the relevant information loss rate. To this end, we employ the approach of Plumbley [8], who showed that, with a specific signal model, PCA can be justified from an information-theoretic perspective (cf. also [14]).

**Theorem 3.** Let \( H \) be stable and causal, let \( S \) and \( N \) be jointly stationary and satisfy Assumption 1, and let \( X_n = S_n + N_n \). \( N \) is Gaussian, and \( S_G \) is Gaussian with the same PSD as \( S \). Let \( X_G,M = S_G,M + N,G,M \), and let \( Y,G \) be the corresponding output processes of the decimation system, respectively. Then,

\[
I_{S_G(M)}(X(M) \rightarrow Y) \leq I_{S_G(M)}(X_G(M) \rightarrow Y_G). \quad \text{(13)}
\]

**Sketch of the proof:** We start from

\[
I_{S_G(M)}(X(M) \rightarrow Y) = \lim_{n \rightarrow \infty} \frac{1}{n} \left( h(\tilde{X}_1 M) - h(\tilde{X}_1 M) - h(Y^n_1) + h(Y^n_1|\tilde{S}_1 M) \right)
\]

where we exploited the fact that the filter does not change the information content of the process. We then apply

\[
h(Y^n_1|\tilde{S}_1 M) = h(N_1 M, \ldots, N_n M) \quad \text{and} \quad h(Y^n_1) = h(\tilde{X}_1 M, \ldots, \tilde{X}_n M).
\]

Then, the only term depending on non-Gaussian RVs is the conditional differential entropy

\[
h(\tilde{X}_1 M, \ldots, \tilde{X}_n M|X_1 M, \ldots, X_n M)
\]

which is positive in above equation for the relevant information loss rate. This differential entropy is upper bounded by the one of Gaussian RVs \( (X_G)_1 M, \ldots, (X_G)_n M \) with the same first and second moments. The bound is achieved by replacing \( S \) by \( S_G \).

A consequence of this theorem is that filter design by energetic considerations, i.e., by considering the PSDs of the signal only, has performance guarantees also in information-theoretic terms. One has to consider, though, that the filter \( H \).
optimal in the sense of the upper bound might not coincide with the filter optimal w.r.t. $F_{G(M)}(X(M) \rightarrow Y)$. 

VI. EXAMPLE

We now illustrate our results with an example: Let the PSD of $S$ be given by $S_S(e^{j\theta}) = 1 + \cos \theta$ and let $N$ be independent white Gaussian noise with variance $\sigma^2$, i.e., $S_N(e^{j\theta}) = \sigma^2$. The PSD of $X$ is depicted in Fig. 2. We consider downsampling by a factor of $M = 2$. Were $S$ Gaussian too, the optimal filter would be an ideal low-pass filter with cut-off frequency $\pi/2$ (cf. Theorem 2).

If we assume that $S$ is non-Gaussian, Theorem 3 allows us to design a finite-order filter which minimizes an upper bound on the relevant information loss rate. In particular, it can be shown that among all first-order FIR filters with impulse response $h[n] = \delta[n] + c\delta[n-1]$, the filter with $c = 1$ minimizes the Gaussian bound.

Fig. 3 shows the upper bound on the relevant information loss rate as a function of the noise variance $\sigma^2$ for the ideal low-pass filter and the optimal first-order FIR filter compared to the case where no filter is used. In addition, the available information $I(X_G^{(2)}; S_G^{(2)}) = 2I(X_G; S_G)$ is plotted, which decreases with increasing noise variance. Indeed, filtering can reduce the relevant information loss rate compared to omitting the filter. This is in stark contrast with the results of Section III, in which we showed that the relative information loss rate equals $1/2$ regardless of the filter. The reason is that in Section III we did not have a signal model in mind, treating every bit of information equally. As soon as one knows which aspect of a stochastic process is relevant, one can successfully apply signal processing methods to retrieve as much information as possible (or to remove as much of the irrelevant information as possible, cf. [14]).

Interestingly, as Fig. 3 shows, the improvement of a first-order FIR filter over direct downsampling is significant. Using low-order filters is beneficial also from a computational perspective: To the best of our knowledge, the optimization problem does not permit a closed-form solution for the filter coefficients in general. Thus, numerical procedures will benefit from the fact that the number of coefficients can be kept small. Moreover, while the optimal first-order FIR filter is independent of the noise variance $\sigma^2$, numerical calculations suggest that the optimal second-order FIR with impulse response $h[n] = \delta[n] + c\delta[n-1] + d\delta[n-2]$ has a coefficient $c$ depending on $\sigma^2$.

VII. CONCLUSION

In this work we analyzed the information loss in a decimation system as a function of its constituting anti-aliasing filter. In particular, we showed that without a signal model in mind, anti-aliasing filtering is futile since it cannot reduce the information loss even if ideal filters are permitted. The situation changes for a simple signal-plus-Gaussian-noise model, where the information loss w.r.t. the signal process can be reduced by properly choosing the filter. As a direct consequence, we concluded that filter design based on second-order statistics of the process can be justified from an information-theoretic perspective.
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