Abstract—We present two algorithms for fast time-domain Volterra filtering. The first algorithm computes the Volterra series input products using only one multiplication per input product. Since the input products are explicitly computed, this algorithm can be used for adaptation as well as for filtering. The second algorithm generalizes Horner’s method for polynomial evaluation and directly computes output samples without computing input products. This way, time-domain Volterra filtering can be implemented with only one multiplication per parameter. We implemented several variants of the proposed algorithms in C and compared their runtime, demonstrating a speedup up to 5.

I. INTRODUCTION

The Volterra filter is a widely used structure for nonlinear filtering problems with applications like digital enhancement of analog circuits [1], nonlinear acoustic echo cancellation [2] or distortion mitigation of digital pulse width modulation [3].

A discrete-time Volterra filter is given by

\[ y[n] = \sum_{p=1}^{P} \sum_{m_1=0}^{M} \cdots \sum_{m_p=0}^{M} h_p[m_1, \ldots, m_p] \prod_{l=1}^{p} x[n-m_l] \]  

where \( x[n] \) is the input signal, \( y[n] \) is the output signal, \( h_p[m_1, \ldots, m_p] \) is the \( p \)-th order kernel, \( P \) is the maximum order of nonlinearity and \( M \) is the memory depth.

For \( P = 1 \) and \( M > 0 \) the Volterra filter reduces to a linear finite impulse response filter with \( M + 1 \) filter taps and an impulse response given by \( h_1[m_1] \). For \( P > 1 \) and \( M = 0 \) it reduces to a polynomial of order \( P \) with coefficients given by \( c_p = h_p[0, \ldots, 0] \) with \( p = 1, \ldots, P \). For \( P > 1 \) and \( M > 0 \) it represents a combination of a linear filter and a polynomial.

A major obstacle for the practical application of Volterra filters is their high computational complexity. The complexity of a Volterra filter can be quantified by the number of parameters in the kernel and the number of operations required for each parameter. In (1), each \( p \)-th order kernel \( h_p[m_1, \ldots, m_p] \) represents a \( p \)-dimensional hypercube with \( (M + 1)^p \) parameters and direct evaluation of (1) requires \( p \) multiplications and one accumulation for each parameter.

To reduce the computational complexity of Volterra filtering, one can either reduce the number of parameters, or the number of operations per parameter. In the remaining part of this section, we give an overview of techniques for complexity reduction, followed by an outline of our contributions.

A well known method [4] to reduce the number of parameters follows from the commutativity of multiplication. Since all permutations of the time-lags \( m_1 \) to \( m_p \) correspond to the same product of input samples, we can restrict the sum in (1) to a specific order of the index variables like \( m_1 \leq m_2 \leq \ldots \leq m_p \), without loss of generality. This reduces the number of parameters in \( h_p \) from \( (M + 1)^p \) to

\[ \binom{M+1}{p} = \binom{M+p}{p} = \frac{(M+p)!}{M! \cdot p!} \]  

where \( \binom{n}{k} = \binom{n+k-1}{k} \) is the number of \( k \)-multicombinations out of \( n \) objects and \( \binom{n}{k} = \frac{n!}{(n-k)! \cdot k!} \) is the binomial coefficient. A further reduction of parameters can be achieved by sparse kernels [5], banded kernels [6], approximation based on matrix factorization [7] or the use of multirate techniques [8]. In the present work, however, we focus on the full Volterra model and use all non-redundant parameters in \( h_p[m_1, \ldots, m_p] \).

A reduction of the number of operations can be achieved either by time-domain or by frequency-domain techniques. In the time-domain, the number of operations can be reduced by re-use of previously computed input products like computing \( x^3[n] \) by multiplying \( x^2[n] \) and \( x[n] \). This way the input products can be computed using only one multiplication per parameter. For the output sample, one additional multiplication per parameter is required, which results in a total number of two multiplications per parameter. The computation of output samples using only one multiplication per parameter can be achieved with the pipelined structure proposed in [9]. By the use of frequency-domain methods [10]–[12] which utilize the fast Fourier transform, even less than one multiplication per parameter can be achieved, but only for large memory depths. For small memory depths, time-domain computation is faster.

A. Contributions

Re-use An algorithm which computes Volterra series input products using one multiplication per input product.

Horner An algorithm which computes Volterra series output samples using one multiplication per parameter.

The second algorithm is based on a factorization which was proposed in [9] to derive an efficient hardware structure. In the present paper, we use this factorization to derive an efficient algorithm and we compare different options for its implementation. We also highlight that this factorization generalizes Horner’s method for polynomial evaluation.

The research leading to these results has received funding from the FFG Competence Headquarter program under the project number 4718971.
II. METHODS OF TRAVINGERING

A fundamental requirement for the implementation of Volterra filters is the ability to traverse the set of non-redundant input products and their corresponding kernel parameters. This means we need an algorithm which visits every required combination of time-lags \( m_1 \) to \( m_p \) exactly once. The result of such an algorithm can be represented as a list like in Table I.

Table I contains the order \( p \), the kernel index \( i \), the reuse or projection index \( j \) and the time-lags \( m_1 \) to \( m_p \). The kernel index \( i \) is incremented at each iteration and is used to address the kernel parameters in the one-dimensional representation of the Volterra kernel which is given by

\[
h[i] = h_p[m_1, \ldots, m_p]. \tag{3}\]

The reuse or projection index \( j \) is incremented only if there is a change in the time-lags \( m_1 \) to \( m_{p-1} \) and will be used by the fast algorithms in the next section. For each order \( p \), the time-lags \( m_1 \) to \( m_p \) represent \( p \)-multicombinations out of the \( M+1 \) numbers \( \{0, \ldots, M\} \) in lexicographic order.

To generate Table I, one of the two algorithms on top of this page can be used. Algorithm 1 generates the values \( \{i, j, m_1, \ldots, m_p\} \) for a given order \( p \) by use of a nested for-loop. This represents a direct implementation of (1) with the constraint \( m_1 \leq m_2 \leq \ldots \leq m_p \) being imposed by the start indices of the nested for-loops. Algorithm 2 generates the same values by conditional increment and set operations of the variables \( m_1 \) to \( m_p \). An advantage of Algorithm 2 is that it can be used for arbitrary orders \( p \), whereas Algorithm 1 must be explicitly coded for each order \( p \). However, the increased generality of Algorithm 2 comes at the price of a higher runtime which will be shown in Section IV.

The time-lags of Table I can also be visualized by the geometric representation in Fig. 1. The first order time-lags are represented by green circles along the axis \( m_1 \), the second order time-lags are represented by blue circles in the surface spanned by axes \( m_1 \) and \( m_2 \) and the third order time-lags are represented by red circles in the area spanned by axes \( m_1 \), \( m_2 \) and \( m_3 \). The numbers in Fig. 1 indicate the kernel index \( i \).

**Algorithm 1** Nested loop traversing of \( \{i, j, m_1, \ldots, m_p\} \)

1: initialize \( i \) and \( j \)
2: for \( m_1 \) from 0 up to \( M \) do
3: for \( m_2 \) from \( m_1 \) up to \( M \) do
4: \hspace{1em} \ldots
5: for \( m_{p-1} \) from \( m_{p-2} \) up to \( M \) do
6: for \( m_p \) from \( m_{p-1} \) up to \( M \) do
7: \hspace{2em} work with \( \{i, j, m_1, \ldots, m_p\} \)
8: \hspace{1em} increment \( i \)
9: \hspace{2em} end for
10: \hspace{1em} increment \( j \)
11: \hspace{2em} end for
12: \hspace{1em} \ldots
13: end for
14: end for

**Algorithm 2** Combinatoric traversing of \( \{i, j, m_1, \ldots, m_p\} \)

1: initialize \( i \) and \( j \), set \( \{m_1, \ldots, m_p\} \) to 0
2: start:
3: work with \( \{i, j, m_1, \ldots, m_p\} \)
4: increment \( i \)
5: if \( m_p < M \) then
6: \hspace{1em} increment \( m_p \), go to start
7: end if
8: increment \( j \)
9: for \( i \) from \( p-1 \) down to 1 do
10: \hspace{1em} if \( m_i < M \) then
11: \hspace{2em} increment \( m_i \)
12: \hspace{2em} set \( \{m_{i+1}, \ldots, m_p\} \) to \( m_i \), go to start
13: \hspace{2em} end if
14: \hspace{1em} end if
15: end for
16: end for

**TABLE I**

<table>
<thead>
<tr>
<th>( p )</th>
<th>( i )</th>
<th>( j )</th>
<th>( m_1 )</th>
<th>( m_2 )</th>
<th>( m_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 1. Geometric representation of Table I.
III. METHODS OF COMPUTATION

A. Direct Computation

Based on the iteration through \( \{p, i, m_1, \ldots, m_p\} \), output samples of the Volterra filter can be computed by

\[
g[n] = \sum_{i=0}^{i_{\text{max}}} h[i] \Phi_i[n] \tag{4}
\]

where \( i_{\text{max}} \) is the highest kernel index and \( \Phi_i[n] \) is the \( i \)-th input product consisting of \( p \) terms given by

\[
\Phi_i[n] = x[n - m_1] \cdots x[n - m_p]. \tag{5}
\]

Volterra filtering based on (4)-(5) requires \( p-1 \) multiplications for the input product, one multiplication for the weighting by the kernel and one accumulation per kernel parameter.

B. Fast Computation of Input Products

The number of operations for computing the input products of order \( p > 1 \) can be reduced to one multiplication, if the reuse index \( j \) and the highest order time-lag \( m_p \) are utilized to represent the \( i \)-th input product by

\[
\Phi_i[n] = \Phi_j[n] x[n - m_p]. \tag{6}
\]

A further reduction of multiplications is possible, if input products with \( m_1 > 0 \) are generated from input products of the same order with \( m_1 = 0 \) by delay operations. However, this requires additional storage for previous input products and introduces overhead for the selection of multiplication or delay. Therefore, it generally gives no runtime advantage.

C. Fast Computation of Output Samples

The fast computation of output samples is based on a factorization of the Volterra series which was initially proposed in [9]. It is obtained by subsequently pulling out the sum over \( m_1 \) and the term \( x[n - m_1] \) for \( l = 1, \ldots, p \) and representing the remaining part as a time-varying kernel\(^1\). This results in

\[
g[n] = \sum_{m_1=0}^{M} x[n - m_1] g_1[n, m_1] \tag{7}
\]

with the first-order time-varying kernel given by

\[
g_1[n, m_1] = h_1[m_1] + \sum_{m_2=m_1}^{M} x[n - m_2] g_2[n, m_1, m_2] \tag{8}
\]

and the higher-order time-varying kernels given by

\[
g_p[n, m_1, \ldots, m_p] = h_p[m_1, \ldots, m_p]
+ \sum_{m_{p+1}=m_p}^{M} x[n - m_{p+1}] g_{p+1}[n, m_1, \ldots, m_{p+1}], \tag{9}
\]

up to the highest order \( P \) where the kernel is time-invariant and given by \( g_P[n, m_1, \ldots, m_P] = h_P[m_1, \ldots, m_P] \).

\(^1\)This representation of the Volterra series can also be used for the linearization of time-varying nonlinear systems as presented in [13].

To convert (7)-(9) to an efficient algorithm, we represent the kernels in one-dimensional form and evaluate the time-varying kernel from its highest order down to one. The one-dimensional representation of the time-varying kernel is

\[
g[i] = g_p[n, m_1, \ldots, m_p]. \tag{10}
\]

The computation of the time-varying kernel of order \( p \) is given by (9), which is represented in one-dimensional form by

\[
g[j] = h[j] + \sum_{m_1} x[n - m] g[i] \tag{11}
\]

where \( j \) is a one-dimensional kernel index which corresponds to the time-lag \( \{m_1, \ldots, m_p\} \), \( m \) ranges from \( m_p \) to \( M \) and \( i \) is a one-dimensional kernel index which ranges from the time-lag \( \{m_1, \ldots, m_p, m_p\} \) to the time-lag \( \{m_1, \ldots, m_p, M\} \).

An example for the fast computation of an output sample is given in Table II, where \( p, i, j \) and \( m \) are taken from Table I with \( m \) being the highest-order time-lag \( m_p \) in Table I. The first three rows of Table II implement (11) for \( j = 3 \) using one multiply-add operation and two multiply-accumulate operations. The following two rows implement (11) for \( j = 4 \) using one multiply-add and one multiply-accumulate operation. This process goes on until the first order is reached, where the output sample is computed by a linear convolution of the input signal with the first-order time-varying kernel.

An intuitive understanding of the operations in Table II can be obtained by comparison with Fig. 1. The operations where \( p = 3 \) can be interpreted as a marginalization of dimension \( m_3 \), where the red area which corresponds to the third order kernel is projected onto the blue surface which corresponds to the second order kernel. In a similar way, the operations where \( p = 2 \) can be interpreted as a marginalization of dimension \( m_2 \), where the blue surface is projected onto the green line.

<table>
<thead>
<tr>
<th>( p )</th>
<th>( j )</th>
<th>( m )</th>
<th>( i )</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>10</td>
<td></td>
<td>( g[10] = x[n - 1] h[10] )</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>16</td>
<td></td>
<td>( g[16] = x[n - 2] h[16] )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
<td>( g[3] = h[0] + x[n] g[3] )</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>4</td>
<td></td>
<td>( g[4] = x[n - 1] g[4] )</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>5</td>
<td></td>
<td>( g[5] = x[n - 2] g[5] )</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>7</td>
<td></td>
<td>( g[7] = x[n - 2] g[7] )</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>0</td>
<td></td>
<td>( y[n] = x[n] g[0] )</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>1</td>
<td></td>
<td>( y[n] = x[n - 1] g[1] )</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>2</td>
<td></td>
<td>( y[n] = x[n - 2] g[2] )</td>
</tr>
</tbody>
</table>
IV. EVALUATION OF RUNTIME

To evaluate the proposed methods we implemented them in the programming language C and compared their runtime on a personal computer. In total we produced 16 implementations resulting from the combination of 4 methods of traversing with 4 methods of computation. The source code is available [14].

The methods of traversing are the nested loop traversing, the combinatoric traversing, the lookup-table traversing and the hard-coded traversing. The first two methods where presented in Section II, the other two methods are techniques to speed up the filtering by computing a traversal trace like in Table I before the filter operation. At the lookup-table traversing, the traversal trace is stored in memory, whereas at the hard-coded traversing, the traversal trace is included in the program code. The latter requires metaprogramming where the algorithm of traversal generates the source code for the filter operation.

The methods of computation are two variants of the direct computation from Section III-A and the fast methods from Section III-B (Reuse) and Section III-C (Horner). The variant Direct 1 stores input products during the computation of an output sample and is used for comparison with the method Reuse. The variant Direct 2 does not store input products and is used for comparison with the method Horner.

To evaluate the runtime, we used the function `clock()` from the library `time.h`. An overview of the measured runtimes is shown in Fig. 2. It can be seen that the runtime strongly depends on the method of traversing. The most generic method, the combinatoric traversing, shows the highest runtime. By use of the lookup-table traversing, the runtime can be reduced at the cost of storage for the traversal trace. The nested loop traversal is faster than the previous methods, but it is limited to a maximum filter order, since each order requires one nested for-loop. Finally the hard-coded traversing is the fastest, but also the least flexible since the source code for a given memory depth and maximum filter order must be generated in advance. By comparing the methods of computation, one can see that Reuse is always faster than Direct 1 and Horner is always faster than Direct 2.

V. CONCLUSION

We presented several methods for fast time-domain Volterra filtering and compared their runtime. Unlike frequency-domain methods, the presented time-domain methods are always faster than direct computation. In future work the presented techniques may also be applied to baseband Volterra filters [15].
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